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Biomarkers are important tools in the medical field, once they allow better prediction, characterization, and treatment of diseases. In this 
scenario, it is essential that biomarkers are highly accurate. Thus, biomarker validation is an essential part of ensuring the effectiveness of a 
biomarker. Validation of biomarkers is the process by which biomarkers are evaluated for accuracy and consistency, as well as their ability to 
inform the condition of health or disease. Although, there is no unique measure that can be used to determine the validity for all biomarkers, 
there are general criteria that all biomarkers must meet to be useful. In this work, we review the definition of biomarkers and discuss the 
validity components. We then critically discuss the main methods used to validate biomarkers and consider some examples of biomarkers of 
the diseases which most killer in the world (cardiovascular diseases, cancer, and viral infections), highlighting the potential biochemical 
pathways of these biomarkers in the biological system. In addition, we also comment on the omic strategies used in the biomarker discovery 
process and conclude with information about perspectives in biomarker validation through imaging techniques. 
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Abstract 

1. Introduction 

The development of disease is related to a set of extrinsic 
factors that involve environmental aspects and lifestyle 
habits, as well as it may be related to intrinsic factors 
regulated mainly by genes [1]. It is known that depending on 
these factors, a great diversity in the clinical expression of 
the same disease may exist [2]. Obviously, other factors, 
mainly related to new forms of treatment, can influence the 
course of the disease, as well as its clinical expression in the 
biological system. In this sense, biomarkers emerge as 
dynamic and important tools to understand the cause, type, 
severity, and treatment monitoring of human diseases [3]. 

Biomarkers are entities that can be measured 
experimentally, indicating the normal or pathological 
condition of an organism, as well as indicating the 

organism’s response to a pharmacological treatment [4]. The 
identification and validation of different biomarkers of 
human disease, whether genetic or biochemical, have 
contributed not only to the diagnosis of diseases related to 
humans, but also to the understanding of their causes and 
the response mechanisms to the therapeutic procedure [5]. 
Biochemical markers (proteins, lipids, metabolites and 
others) have shown a strong association with different types 
of diseases, such as: cancer [6–8] , cardiovascular diseases 
[9,10] and even psychiatric diseases [11–14] and have been 
widely used as an auxiliary method in the diagnosis of 
chronic autoimmune and inflammatory diseases, as for 
example, diabetes [15,16] and degenerative arthritis [17]. In 
view of technological advances  and the application of 
multidisciplinary research strategies that make it possible to 
study diseases and their relationship to human health, 
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genetic markers have been associated with numerous 
diseases, which confirms the influence of genes on the 
development of inflammatory and infectious diseases, 
neoplastic (tumoral) and cardiac [4–6,10]. 

The development of a biomarker for clinical purposes 
requires different step of discovery and validation [18,19]. In 
general, the discovery stage is related to the application of 
omic strategies, such as: genomics [20], transcriptomics [21], 
proteomics [22], metabolomics [23] and others that aim to 
extract and identify possible biomarkers in biological 
samples (tissue, cell, fluid). The validation step is essential 
for recognizing a biomolecule as a biological marker. 
Validation is essentially based on quantitative and 
qualitative measures to confirm whether the concentration 
or status of a probable biomarker is significantly different 
between disease and control, or whether there is a significant 
response from a therapeutic intervention [5,18]. For a 
biomolecule to be confirmed as a biological marker it is 
necessary that it also has important characteristics, such as, 
reflecting the interaction of the biological system in a 
qualitative and/or quantitative way with the disease or with a 
pharmacological agent; be sensitive and specific to the 
disease or treatment; be qualitatively and quantitatively 
reproducible, as well as in its analytical measure, present 
adequate accuracy and precision [19]. Although, in recent 
times, the biomarker discovery process has gained great 
emphasis in the scientific field through omic strategies, the 
validation of such biomolecules has not been seen with the 
same enthusiasm. However, the validation process is 
essential for new biomarkers to be introduced in routine 
clinical practice [5]. 

In this sense, this review critically discusses the 
importance of biomarkers in the diagnosis and treatment of 
human diseases, focusing mainly on cardiovascular diseases, 
cancer and viral infections, as well as describing the steps to 
validate such biomolecules, using some of the main 
validation techniques. This work also comments on the 
genomic, transcriptomic, proteomic and metabolomic 
strategies used in the biomarker discovery process. 

2. Biomarkers: an overview 

The term biomarker (contracted form of biological 
marker) emerged in the scientific sphere in 1989 as a 
medical term to indicate biological parameters (for example, 
the increase or decrease in the concentration of specific 
enzymes and hormones or the presence of a substance in the 
biological system) that allow them to be measured 
quantitatively, serving as an indicator of health and 
assessments related to physiology such as pregnancy, genetic 
dysfunction or effects of chemical exposure [4,18]. For the 
World Health Organization (WHO), biomarkers are defined 
as any specie, structure or process that can be measured in 
the body, or in its products and that allows to predict the 
influence or incidence of disease or results [18]. For the 
National Institute of Health (NIH) Working Group, 

biomarkers are a characteristic that is objectively measured 
and evaluated as an indicator of normal biological processes, 
pathogenic process, or pharmacological response to a 
therapeutic intervention [24]. Although there are different 
definitions to conceptualize what is a biomarker, in practice, 
everyone agrees that biomarkers are important tools that can 
help to understand the cause, diagnosis, progression or 
regression of symptoms and the outcome of treatment of 
certain diseases. The main sources of biomarkers are tissues, 
cells, and biological fluids[4]. However, fluid samples such 
as, blood (plasma or serum), cerebrospinal fluid (CSF), urine 
and saliva are the most used in research to discover 
biomarkers [19]. This fact is justified by the advantages that 
this type of sample presents, such as, easy accessibility, 
avoiding the risks of invasive tissue sampling through 
biopsy, relatively low cost of obtaining it, and its potential 
for the development of diagnostic/prognostic tests on a large
-scale, since biological fluids are used in routine tests [25,26]. 
The desirable characteristics for a biomarker depend on its 
application. For the detection of human disease, for 
example, a biomarker must have (i) high sensitivity and 
specificity, (ii) adequate precision and accuracy, (iii) be 
robust and present low cost in its clinical tests [4,18,19]. 

2.1 Types of biomarkers 

According to Wishart et al. [4], biomarkers can be 
classified as: exposure biomarkers, widely used in predicting 
risks of toxicological contamination; and effect (or disease) 
biomarkers used in the prognosis, diagnosis and monitoring 
(progression or regression) of a given disease [4]. Exposure 
biomarkers are used to assess and confirm individual or 
group exposure to a specific substance, establishing a link 
between external exposure and the quantification of internal 
exposure in the biological system [5]. Exposure biomarkers 
can reflect the amount absorbed immediately before 
sampling, such as the concentration of solvent in the air 
expelled by the lung or blood during the workday, as well as 
it can reflect the amount of solvent absorbed the previous 
day, collecting pulmonary air or blood 16 hours after the end 
of exposure, in addition, exposure biomarkers may reflect 
the amount of substance absorbed during months of 
exposure [24]. In this case, the substance must have a long 
half-life, as is the case with exposure to heavy metals. Disease 
biomarkers are biological parameters, which reflect the 
relationship of disease/biological system or disease/
pharmacological agent [24]. Most of the time, biochemical 
changes are strong candidates for biological markers [4]. 
Effect biomarkers have important applications in 
monitoring the health status of an organism. Among its 
applications include (i) use as a diagnostic tool to identify 
abnormal conditions and /or disease, such as, high 
concentration of glucose in the blood, aiding in the 
diagnosis of diabetes [27]; (ii) use as a tool for the 
identification of cancer, measuring carcinoembryonic 
antigen 125 (CA-125), marker of several cancers [28]; (iii) 
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help to classify the severity of a disease, as is the case of the 
assessment of the concentration of the prostate specific 
antigen (PSA) in the blood, this assessment reflects the 
degree of tumor growth and metastasis in the body [28]; (iv) 
use as an indicator of disease prognosis and monitoring of 
therapeutic response, performed by a clinical intervention, 
such as, the measurement of cholesterol concentration in the 
blood, determining the risk of developing cardiovascular 
diseases [29]. 

For this work, disease biomarkers will be the focus of 
discussion. Here, the importance of this type of biomolecule 
for the diagnosis of human disease will be discussed, as well 
as the main phases of discovery and validation of such 
biomolecules will be briefly reported. 

2.2 Discovery of biomarkers 

The first step to discovery biomarkers involves the 
application of strategies aimed detecting candidate 
biomolecules for biological markers [19]. In this sense, 
genomics, transcriptomics, proteomics and metabolomics 
are highlights, mainly, investigating possible changes in the 
gene, messenger RNA, protein, and metabolite that is 
characterized as a biological marker [4,5]. Doing a search of 
the last ten years in one of the main search website (Scopus) 
with the words: omic (genomic, transcriptomic, proteomic, 
metabolomic) clinical, there is a significant growth in 
published works, reporting studies to discovery candidate 
biomolecules to biomarker of diferente diseases in different 
types of samples. Table 1 presents some of these numbers. 
This fact shows the high investment by development 
agencies, as well as demonstrates the interest of the scientific 
community in conducting research with the objective of 
discovering biomarkers that help in the diagnosis and 
treatment of human diseases. 

 

2.2.1 Genomics 

Genomics is the area of science that studies the genetic 
patterns that may exist in the genome of a given organism. 
Genomics allows to assessment of possible alterations in the 
DNA code that alone or in combination are associated with 
susceptibility, expression and evolution of the disease, also 
considering the therapeutic response [20]. Genomics has 
important tools for gene analysis, such as: the polymorphism 
of a single nucleotide (SNP) to analyze possible changes in 
the bases of genetic sequencing, characterizing candidate 
genes for biological markers of human diseases [20]. For 
example, in a study developed by Zou et al. SNP technique 
was used to identify possible changes in the gene extracted 
from the blood of patients with type 2 diabetes (n = 152). To 
do this, the gene extracted from the blood of healthy 
individuals (n = 120) was used as a control. In the study, the 
researchers identified high levels of methylation in the 
PRKCZ gene, indicating that PRKCZ may be involved in the 

pathogenesis of type 2 diabetes [30]. 

2.2.2 Transcriptomics 

Transcriptomics is another omic approach used to 
discovery biomarker of human diseses. In this strategy, the 
set of messenger RNAs (mRNAs) of a given biological 
system is studied under different conditions, such as diseases 
[31]. Among the main ways to study gene expression are 
complementary DNA microarray (cDNA) and the reverse 
transcription polymerase chain reaction (RT-qPCR)[32]. 
The cDNA arrangement technique is based on the ability of 
mRNA to pair (hybridize) with the DNA molecule that gave 
rise to it, allowing to label in an arrangement form and 
subsequent identification and quantification. RT-qPCR 
technique allows quantifying the number of copies (cDNA) 
of the target sequence, comparatively analyzing the number 
of copies of cDNA and the amount of mRNA that generated 
it, a fact that allows a global analysis of the gene expression 
of the disease [32]. Zhang et al. [33] performed a 
transcriptomic study in the saliva of individuals with breast 
cancer to determine possible biomarkers of this disease. In 
the study, the complementary DNA microarray technique 
was used to assess the profile of women diagnosed with 
breast cancer (n=10) and healthy women (n=10). Eight 
mRNAs (S100A8, CSTA, GRM1, TPT1, GRIK1, H6PD, 
IGF2BP1, MDM4) were identified as differentially expressed 
and were suggested as candidates for the biomarker of breast 
cancer [33]. 

2.2.3 Proteomics 

Proteomics studies the set of proteins in an organism 
under specific conditions [25,26]. One of the applications is 
the comparative study [12]. In this study, the protein profiles 
of at least two samples are compared to identify qualitative 
and quantitative differences between the molecules, which 
can result in a biomarker [26]. The combination of 
separation techniques, as for example, electrophoresis (gel 
and capillary) and liquid chromatography with mass 
spectrometry is widely used in proteomic studies, as it allows 
to separate, quantify and identify the possible differential 
proteins of the disease, for example [12,26]. In this sense, 
several proteomic studies have been development to 
discovery biomarkers. For example, a comparative study in 
human saliva between patients with oral cancer (n = 16) and 
healthy patients (n = 16) it was performed in order to verify 

Table 1 | Number of scientific articles published per year, reporting 
the search for human diseases biomarker. 
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differential proteins that are candidates for biomarkers [34]. 
In the study, the liquid chromatography mass spectrometry 
tandem (LC-MS/MS) technique was used for fractionation 
and nano-liquid chromatography quadrupole time of flight 
(nLC-QTOF MS) for identification, both in reverse phase. 
Fractionation resulted in 35 fractions. The proteins of each 
fraction were reduced with dithiothreitol (DTT), oxidized 
with iodocetamide (IAA) and digested with trypsin, then 
they were analyzed by nLC-QTOF MS. Comparing the 
spectra obtained from the analysis by nLC-QTOF MS with 
the Mascot database (score> 25 and p <0.05), it was possible 
to identify four main proteins (CD59, involucrin, Ras-
related protein Rab-7 and moesin) candidates to biological 
marker of oral cancer [34]. 

2.2.4 Metabolomics 

aIn addition to genomics, transcriptomics and proteomics, 
changes in the level of concentration of metabolites in an 
organism are also important data in the search for disease 
biomarkers [35]. The main tools used in this type of study 
involve, in addition to nuclear magnetic resonance (NMR) 
spectroscopy, the combination of separation techniques such 
as chromatography (gas or liquid) and capillary 
electrophoresis with mass spectrometry [35]. Daimon et al. 
[36]used the capillary electrophoresis time of flight (CE-TOF
-MS) technique to identify differentially expressed 
metabolites with a potential biomarker for type 2 diabetes. 
For the study, the researchers collected blood serum from 
non-diabetic men (n = 19) and diabetics (n = 17). Samples of 
non- diabetic individuals were subdivided into individuals 
with low glycemia (n = 5) and individuals with tolerable 
normal glycemia (IGNT) (n = 14). Of the 560 metabolites 
identified, approximately 74 metabolites were quantified in 
all serum samples. Significant differences between diabetics 
and IGNT were observed in 24 metabolites, with glycerol-3-
phosphate, being the metabolite with the highest 
concentration in the diabetic group when compared to the 
IGNT group [36]. 

3. Analytical validation of a biomarker 

Although, significant investments have been made to 
discovery possible biomarkers of human diseases, the 
number of new biomarkers approved by the Food and Drug 
Administration (FDA) has remained extremely low [37]. A 
comparative survey of publications and biomarker patents 
between 2009 and 2019 carried out using Scopus and FDA 
website shows some of this reality (Figure 1). 

Figure 1 shows a low number of biomarker patents when 
compared to publications. Numerous factors have 
contributed to this low number of biomarkers that reach the 
clinical assessment stage [24]. Validation is one of the 
decisive steps to ensure the clinical testing stage. It is 
responsible for assessing whether there is sufficient evidence 
for the clinical utility of the candidate biomolecule as a 

biomarker [18,19]. Validation criteria are defined according 
to the purpose for which it is intended to validate. Generally, 
for the validation of a biomarker, the following points are 
used as essential criteria [10, 21]: (i) accuracy; (ii) precision; 
(iii) sensitivity; and (iv) specificity [18,19,21,22,38]. 

Accuracy is the proximity between the result of a 
measurement and the value considered true [38]. Limits for 
the minimum acceptable accuracy must be established 
before or during method development [39]. Standard 
reference materials (SRM) are used in assay validation to 
estimate intra- and inter-run accuracy [39]. Quality control 
reference materials are used to accept or reject assay runs 
[38,39]. Precision is defined as the proximity between 
measured quantity values obtained by replica measurements 
under specified conditions [38]. Analytical repeatability and 
reproducibility are requirements for the implementation of 
diagnostic tests and treatment. Measurement precision is 
usually expressed numerically by standard deviation, 
variance, or coefficient of variation under the specified 
measurement conditions [38]. Due the lack of well- 
characterized and well regulated “standard reference 
materials” or quantitative measures of immune analytes, 
reference materials often in the forms of biological samples 
are used to assess relative accuracy of an assay performance 
[38,39]. Sensitivity refers to the ability of the biomarker to 
reflect qualitatively and/or quantitatively a change in the 
biological system through a certain stimulus, such as disease, 
that is, it measures the probability of obtaining a positive 
result when the disease is present. Sensitivity is usually 
assessed experimentally in research groups (patients). 
Specificity indicates the probability of obtaining a negative 
result when the individual has no disease, that is, measures 
the ability to rule out a disease when it is not present. 
Specificity is assessed, experimentally, in control (healthy) 
groups [38]. The selectivity/specificity relationship is usually 
assessed by the receiver operation characterization curve 
(ROC). The ROC curve allows the quantitative description 
of the performance of a diagnostic test, resulting in the 
confirmation or discard of a procedure, in this case: the 

Figure 1 | Overview of the relationship between publications and 
patents involving biomarker. 
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validation of a biomolecule as a biomarker [4,38]. In 
addition to the validation step, it is also necessary to evaluate 
important aspects of the feasibility of applying the 
biomarker in clinical practice, such as: validity and 
availability of the biomarker, agility, simplicity and cost of 
the experiments [18,19,37]. 

3.1 Main techniques applied for biomarker validation and 
their challenges  

A precise method to quantify the gene biomarker is the RT
-qPCR[32]. With this method it is possible to quantify 
unique genes or multiple gene sets in a run [40]. PCR is an 
assay that amplify a DNA (or RNA) target rather than a 
signal. Using qPCR arrays, up to 384 different transcripts 
can be analyzed in parallel [40]. There are also other 
methods available for a holistic screen of gene-expression 
changes. Until recently, microarray analysis has been the 
screening method of choice for most gene-expression 
experiments at the mRNA and miRNA and miRNA level. 
However, RNA sequencing (RNA-Seq) has been gaining 
space. RNA-Seq is a new method that allows the sequencing 
and the quantification of the whole transcriptome of a 
biological sample. It is a sensitive approach. In addition, a 
single transcript of a given gene is detectable, and since it is 
free from guesswork, it is also possible to discover new 
transcripts or unknown splice variants [41]. 

Although, RT-qPCR is the current gold standard for 
sensitive and reproducible miRNA gene-expression analysis, 
the nature of miRNA molecules poses a challenge for reliable 
analyses, as for example, (i) members of a miRNA family 
(e.g., let 7 family) usually differ by only one nucleotide, 
mainly at the 3’end of the sequence; (ii) the combination of 
short length of mature miRNAS (~22nt) and a 
heterogeneous content poses a challenge for cDNA synthesis 
and primer and probe design since these results in 
significant difference in the melting temperatures of 
different miRNAs; (iii) There are no specific guidelines for 
analyzing and normalizing miRNA expression data [39]. 
However, strategies to deal with these challenges have been 
published and are being intensely discussed [38,39,41]. Not 
only are molecules properties challenging for established 
technical procedures, but sample matrices also present 
additional problems [41]. 

Immunohistochemistry (IHC) is a multi-step process that 
requires standardized conditions for samples collection, 
fixation and processing, preparation of the IHC slide, and 
interpretation of staining results [38]. Tissues are typically 
the most used sample in the IHC assay. Tissue-based 
biomarkers can be measured in freshly frozen (FF) samples 
or formalin fixed paraffin embedded (FFPE) tissue [39]. 
FFPE tissue blocks often available as archival materials as 
part of bio-bank samples for conventional IHC, which is the 
most widely used platform for evaluating biomarker in 
diagnostic surgical pathology and for retrospective research. 
However, protein and nucleic acid damage usually occurs 

though fixation, incorporation, and prolonged storage of 
FFPE samples [39]. Therefore, to control the pre-analytical 
requirements of assay performance, it is recommended to 
run the test on a series of in-house tissues with known IHC 
performance characteristics, representing known positive 
and negative tissues (references samples) [38,39]. 

Another technique used to validate biomarker of human 
disease is those based on antibodies, such as, enzyme-linked 
immunosorbent assays (ELISA) and Western blotting [42]. 
Although different immunoassay formats are available, the 
sandwich ELISA is the most common assay used in 
biomarker analysis due to its high specificity and sensitivity 
[42,43]. In this format, the target protein will be detected 
using two different antibodies (capture and detection 
antibodies). However, for many of the candidate biomarkers, 
a commercially available assay will not exist and specific 
antibodies against the target of interest and/or the 
corresponding ELISA need to be developed [43]. The 
development and optimization of an ELISA assay requires a 
careful design, as a wide range of variables, ranging from 
antibody specificity to the concentration and composition of 
different reagents, can affect the result and therefore the 
validity of the candidate [42,43]. Jou et al. [44]. Suggested 
protein transferrin as a biomarker of early-stage oral cancer. 
In this comparative proteomics study, the researchers used 
two-dimensional electrophoresis and matrix-assited laser 
desorption/ionization mass spectrometry (MALDI-TOF 
MS) to discover differential proteins between saliva of 
patients diagnosed with oral cancer (n = 11) and healthy 
patients (n=30). Transferrin was confirmed using ELISA and 
Western blotting as validation techniques. The specificity 
and selectivity of the biomarker, according to the authors, 
were 100% for both criteria [44]. 

More recently, strategies based on targeted mass 
spectrometry have been developed to validate biomarker 
involved in different diseases, offering an alternative [45]. 
The great advantage of this methodologies on targeted mass 
spectrometry-based is that they allow the simultaneous 
accurate and specific quantification of several biomarkers 
(multiplexing) [45]. Peptides are used as protein surrogates, 
measured using triple quadrupole instruments in selected 
reaction monitoring/multiple reaction monitoring (SRM/
MRM) analysis [46]. SRM is an MS-based method 
performed in two stage of mass analysis [47]. An ion of a 
specific mass is selected to be detected in the first stage of 
mass spectrometer an a product ion after fragmentation of 
the precursor ion is selected in a second detection step [45–
47]. MRM is the application of selected reaction monitoring 
for multiple product ions of one or more precursor ions 
[45]. The pair of m/z values corresponding to the precursor 
and fragment ions is called a transition. The intensity of this 
pair (transition) is recorded and used for absolute 
quantification [47]. However, the applications of SRM/MRM 
assays are still in the beginning, therefore, there are, still, 
limitation, but it is believed that improved automated 
sample preparation and mass spectrometry technology 
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(faster instruments with higher selectivity) could make 
SRM/MRM methods the diagnostic tool of the future [45]. 
In the work carried out by by Ahn et al. [48], glycoproteins 
were evaluated to identify possible biomarkers of lung 
cancer. In the study, using plasma from healthy patients (n = 
30) and patients with lung cancer (n = 30), the researchers 
validated, by SRM-MS, alpha-1-acid glycoprotein and 
ceruloplasmin as biomarkers of such neoplasia. The 
specificities and sensitivity of the identified biomarkers were 
0.75 and 0.80, respectively [48]. 

4 General classes of biomarker assays  

The American Association of Pharmaceutical Scientists 
(AAPS) and the US Clinical Ligand Society have listed four 
general classes of biomarker assays [38]: (i) qualitative assay; 
(ii) semi-quantitative assay; (iii) relative quantitative assay; 
(iv) a definitive quantitative assay. Table 2 show a summary 
of the general classes of biomarker assays, highlighting the 
performance characteristics required to be evaluated for 
each type of assay. 

A qualitative assay generates categorical data lacks 
proportionality to the amount of analyte in a sample [49]. 
Data can be ordinal in the sense that the assay is based on 
discrete scoring scales such as those often used for IHC or 
nominal such as the presence or absence of a gene producto 
[38]. Qualitative assays are only needed to show that they are 
sufficiently sensitive and specific to detect the target analyte 
[50]. A semi-quantitative assay does not use a calibration 
standard but has a continuous response that is expressed in 
terms of a characteristic of the test sample [49]. Precision 
can be validated, but not accuracy [38]. A relative 
quantitative assay uses a concentration-response calibration 
with reference standards that are not fully representative of 
the biomarker [49]. As the calibration curve can use a non-
certified standard or surrogate matrix or both, studies on 
parallelism and dilution linearity are necessary [50]. 
Precision can be validated but accuracy can only be 
estimated [50]. A definitive quantitative assay makes uses of 
calibrators and a regression model to calculate absolute 
quantitative values for unknown samples [49]. The reference 
standard must be well defined and fully representative of the 
biomarker [38]. This type of assay can be validated to be 
accurate and precise [38,49,50]. 

5. Human diseases and the importance of biomarkers in 
their diagnosis 

According to WHO data, cardiovascular disease, cancer, 
and viral infection are, at the moment, the diseases that most 
affect and kill in the world. Thus, in the following topics, a 
brief description of these diseases is presented, highlighting 
some of the validated biological markers and their potential 
biochemical pathways in the biological systems that can be 
used in the diagnosis and/or treatment of these disease.  

5.1 Main techniques applied for biomarker validation and 
their challenges  

Cardiovascular diseases (CVD) are diseases characterized 
by affecting the circulatory system, that is, the blood vessels 
and the heart [51]. There are several types of CVD, including 
myocardial infarction, ischemia, atherosclerosis, and strokes 
[10,51]. According to the WHO, CVDs are the main cause of 
mortality in the world, making a total of 7.2 million deaths 
each year [10]. The incidence of CVDs is related to lifestyle, 
as well as genetic susceptibility [29]. Thus, studies have 
provided important information about biological markers 
that play a role in the diagnosis of CVDs, for example, the 
LTA and LGALS2 genes and the 5-lipoxygenase and 4D- 
phosphodiesterase proteins, among others. These 
biomolecules have been found to be overexpressed in 
comparative studies with cardiac patients [51,52]. Several 
molecular mechanism mediate hypertension-induced 
vascular remodeling [9,10,20,52]. One of the main 
mechanisms is shown in Figure 2 [51]. 

The mechanical stretching force exerted by hypertension 
on the vascular wall promotes the production of reactive 
oxygen species (ROS) [53], which in turn induce Vascular 
Smooth Muscle Cell (VSMC) remodeling [54,55]. 
Hypertension-mediated excessive stretch force also causes 
changes in the extracellular matrix, activating the RhoA 
pathway, which in turn promotes actin cytoskeleton 
remodeling in VSMC [51]; hypertension-induced activation 
of extracellular signal- regulated kinases 1 and 2 (ERK1/2) 
and protein kinase B (AKT) also results in vascular 
remodeling [56,57]. Furthermore, caveolae, which are lipid 
raft investigations in the plasma membrane, mediate the 
modeling of hypertension induced VSMC via endothelial 
nitric oxide synthase (eNOS) and endothelin receptor type A 
(ETA) [58,59]. Studies have also shown that angiotensin II 
type 1 receptor (AT1), platelet-derived growth factor 
receptor (PDGF-R), and specific ion channels, such as 
voltage-gated calcium channels, are implicated in 
hypertension-induced VSMC remodeling [60,61]. The forces 

Figure 2 | Scheme of vascular smooth muscle cell (VSMC) remodel-
ing in response to hypertension . 
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exerted by hypertension cause endothelial damage and 
dysfunction, resulting in reduced production on nitric oxide 
(NO) [51]. Consequently, blood pressure-induced 
vasodilation is compromised. In addition, hypertension-
mediated endothelial dysfunction promotes the 
development of atherosclerosis, which is associated with the 
accumulation of na atheromatous plaque. Atherosclerosis is 
primarily composed of oxidized low-density lipoprotein 
(LDL) and macrophages inside the artery walls [51,52]. It is a 
risk factor for coronary artery disease, myocardial infarction 
(MI), hypertension, stroke, and peripheral arterial disease. 
When blood pressure is low, endothelial cells secrete several 
vasoactive molecules, such as, endothelin- 1, angiotensin II, 
prostanoids, and ROS, which act on VSMCs to promote 
VSMC concentration and subsequent vasoconstriction 
[51,54]. In contrast, when blood pressure increases, 
vasodilating substances, such as NO, prostacyclin, and 
endothelium-derived hyperpolarization factor are produced 
by endothelial cells [62]. Arterial calcification is associated 
with atheroma progression and alters the mechanical 
properties of the vascular wall, thus increasing the risk of 
atherosclerotic plaque rupture [51,60,61]. 

5.2 Biomarkers and cancer  

Cancer is caused by an excessive multiplication of cells in 
certain regions of the body [63]. 

It is the second leading cause of death in the worldwide, 
second only to cardiovascular disease [64]. The most 
common types of cancer are skin cancer [65], breast cancer 
[66], lung cancre [67], prostate cancer [68] among others. 
Strong evidence supports the concept that cancer is a genetic 
disease that involves the abnormal growth of transformed 
cells, and this abnormal growth is triggered in combination 
with extrinsic  factors (lifestyle, environmental aspect) [63,65
–68]. Characterizing early-stage tumor cells, researchers 
have reported important genetic markers for different 
cancers, such as breast cancer (RAD21, PCTAIRE, CDC25B, 
CENPF, VEGF, PGK1 and others) [69], prostate cancer 
(PSA, PSM) [68], pancreatic cancer (KRAS, TP53, DPC4) 
[70] and others [71] that allow for early diagnosis and 
monitoring (progression, regression) of such disease. Figure 
3 shows intracellular signaling via the P13K-AKT-mTOR 
pathways that is dysregulated pathway in human cancers [7]. 

The P13K-AKT-mTOR signaling pathway is one of the 
main unregulated pathways in human cancers [7]. The P13K
-AKT–mTOR pathway is triggered by the activation of 
various growth factor receptor tyrosine kinases or G protein-
coupled receptors [72–74]. The class I PI3K proteins are 
recruited to the plasma membrane by adapter proteins, such 
as insulin receptor substrate (IRS) family members, that 
interact with these activated cell-surface receptors, leading to 
phosphorylation of phosphatidylinositol 4,5-bisphosphate 
(PIP2) to  generate phosphatidylinositol 3,4,5-trisphosphate 

Table 2 | Overview of the general classes of biomarker assays, highlighting the performance characteristics that 
should be evaluated for each type of assay  
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(PIP3) [75–77]. PIP3 is a second messenger that activates the 
AKT kinases, which can phosphorylate tuberous sclerosis 
protein 1 (TSC1) and TSC2, dissociating, thus, the TSC1-
TSC2 complex [77]. The TSC1–TSC2 complex down-
regulates the mTOR kinase activity; and, therefore, AKT 
results in the activation of the mTOR complex 1 (mTORC1), 
increasing protein and lipid synthesis and decreased 
autophagy, which supports cell growth and proliferation 
[7,73,74,76,77]. Notably mTORC1 is involved in a negative 
feedback loop that serves to avoid overactivation of AKT 
(dashed red lines in the Figure 3) [78]. The PI3K- AKT-
mTOR pathway can be upregulated by activating molecular 
changes in the PI3K subunits (such as PI3K catalytic subunit 
α isoform, encoded by PIK3CA), AKT, and mTOR 
(represented by green circles in the Figure 3) or by loss of 
function changes in regulatory subunits of PI3K (such as 
PI3K regulatory subunit-α, encoded by PIK3R1), PTEN, 
TSC1, TSC2, and LKB1 (also known as STK11) (depicted by 
orange circles in the Figure 3)[74,76]. In parallel, activation 
of the growth factor receptor tyrosine kinases and G protein-
coupled receptors induces KRAS-RAF- MEK-ERK signaling, 
and ERK activation may further contribute to mTORC1 
activation trough dissociation of the TSC1-TSC2 complex 
[78]. KRAS can also increase PI3K activation [7,74,76,77]. 
Notably, the KRAS-RAF-MEK-ERK pathway can also be 
constitutively activated by gain of function changes in 
components kinases or cell-surface receptors (green circles 
in the Figure 3) [7,73]. 

5.3 Biomarkers and infection diseases  

Infectious diseases are categorized as diseases caused by 
pathogenic microorganism such as viruses [79]. These 
diseases have been major threat worldwide and have a great 
impact on public health and the world economy [80,81]. 
Among the different types of infectious diseases, human 
immunodeficiency virus (HIV) [82–84], tuberculosis 
[85,86], and malaria [87] are known as the leading causes of 
deaths globally [79]. In addition, several types of neglected 

tropical diseases, such as dengue [88,89], yellow fever 
[90,91], zika virus [92,93], and chikungunya [94] are also 
considered to be major global threats. Although such 
diseases emerge in tropical and subtropical regions, the risk 
of these infectious diseases may be worldwide due to the 
global economy and migration [95]. Recently, the WHO 
declared a pandemic state due to viral infection caused by a 
new virus of the Coronaviridae family: SRAS-CoV-2. 
Coronavirus disease (COVID-19) is currently one of the 
main causes of death in the world [79], causing about four 
million deaths in June 2021. In this sense, the search for the 
ideal biomarkers in infectious diseases (with high sensitivity, 
specificity, and predictive capacity) should be focused on the 
detection and identification of the infectious agent, 
monitoring the clinical response, and guiding the duration 
of treatment [95], as in the case of procalcitonin (PCT) 
assay, which can discriminate between a viral and a bacterial 
infection and has been approved by FAD [95]. Currently, the 
SARS-CoV-2 RNA genome serves as a major biomarker for 
direct viral detection and the primary COVID-19 diagnosis 
[96-98]. Viral proteins encoded by SARS-CoV-2 could 
theoretically serve as alternative biomarkers for viral 
detection, but due to the complexity of protein detection and 
the significantly greater number of biological samples 
required, they are often impractical targets [80,99]. Many of 
these viral proteins, however, can serve as potential targets 
for antiviral drugs or biomarkers of drug development for 
COVID-19 treatment [95,98]. Immune defense cells or T-
lymphocytes (particularly CD4þ and CD8þ cells) are among 
the first human cells to respond to the threat of SARS-CoV-2 
[98,100,101]. In a recent study, all twenty of the COVID-19 
patients produced CD4þ T-cells and antibodies (IgG, IgM 
and IgA) targeting the viral S-protein, and 70% of cases 
produced measurable CD8þ T-cells [98] (Figure 4). These 
results confirm that the human imune system can mount a 
substantial and long-lasting response to the new coronavirus 
[79,99]. On the other hand, lymphopenia has also observed 
in COVID-19 patients, in which, levels of CD4þ and CD8þ T
-cells were decreased in severe patients in comparison with 
mild cases but restored when the viral infection was cleared 
[79,95,98]. Cytokine release syndrome (CRS) is a major 

Figure 3 | Schematic of dysregulated pathway in human cancers in-
volving intracellular signaling via the P13K-AKT-mTOR pathway. 

Figure 4 | Immune system scheme during a viral infection involving 
cytokines, macrophages, natural killer cells, and B and T cells and 
antibodies that constitute the lines of defense of the immune system.  
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cause of multiple organ injury and fatal outcome induced by 
SARS-CoV-2 infection in severe COVID-19 patients. Xiao et 
al. [102] investigated cytokines/chemokine profiles in the 
serum of healthy controls, patients with mild and severe 
COVID-19. Correlation analyses show close associations 
between metabolites and pro-inflammatory cytokines/
chemokines, such as IL-6, M-CSF, IL-1α, IL-1β, and imply a 
potential regulatory crosstalk between arginine, tryptophan, 
purine metabolismo and hyperinflammation [102]. In 
addition, it has been shown that targeting metabolism 
markedly modulates the release of pro-inflammatory 
cytokines by peripheral blood mononuclear cells isolated 
from SARS-CoV-2 rhesus monkeys infected ex vivo, 
suggesting that exploiting metabolic changes may be a 
potential strategy for the treatment of fatal CRS in COVID-
19 [102]. In another study, Huang et al. [103] investigated 
cytokines in the serum of patients infected with the dengue 
virus during the Guangdong outbreak in 2014, in which 
more than 50,000 dengue cases were reported and 6 patients 
died. They found that the levels of CCL17 and CXCL5 were 
significantly lower than controls, while several pro-
inflammatory cytokines such as CXCL9, IP-10, CXCL11, IL-
8, and IL-10 were highly upregulated in patients after dengue 
infection. These results determine the association of clinical 
routine indices and inflammatory cytokines and would be 
useful to understand the interplay between the virus and the 
host responses during the acute stage of dengue infection 
[103]. 

6. Linking the biomarker to the clinical endpoint 

The relationship of a biomarker to clinical outcome 
requires a firm promise of reliability for surrogate endpoints 
through a structured approach and a substantial body of 
evidence [5,104]. Three clinical features are required to 
obtain a surrogate marker of success: (i) efficiency, (ii) 
linkage and (iii) congruence [105]. To be considered 
efficient, the surrogate marker must exhibit superior 
accessibility in terms of technical and temporal acquisition 
allowing acquisition of accurate information in shorter time 
intervals and clinical trials with fewer resources and less 
subject participation. By linkage, it means that a plausible 
underlying relationship between surrogate marker and 
clinical endpoint must be demonstrated and substantiated 
by comprehensive scientific evidence. For congruence, the 
surrogate must produce parallel estimates of risk and benefit 
as endpoints. In addition, there must be a clear difference in 
surrogate marker measurements between individuals with 
and without the disease. In intervention studies, the 
expected clinical benefits must be deductible from the 
observed changes in the surrogate marker [5,104,105]. 

7. Outlook 

As a perspective on biomarker validation of human 
disease, we highlight development of imaging technologies 

with accuracy, precision, specificity and sensitivity to 
validate a biomarker. For example, the use of both positron 
emission tomography and near-infrared imaging has been 
reported to quantitatively monitor the initial trafficking of 
vaccine to drain lymph nodes after intramuscular injection 
in non-human primates [106]. To do this, the researcher 
previously labeled a messenger RNA vaccine model a probe 
for both techniques. They used near-infrared fluorescence 
and flow cytometry to validate tissue extracted from 
sacrificed animals [106]. In another study, the intratumoral 
metabolic heterogeneity of breast cancer patients were 
determined via photoacoustic microscopy, measuring the 
oxygen consumption rates of single cells taken from the 
tissue after it was homogenized in a single-cell suspension 
and the cells deposited in microwell arrays [107]. 
Heterogeneity has also been observed in how tissues and 
even single cells metabolize glucose in cancer progression by 
using Raman spectroscopy and stimulated Raman scattering 
to trace deuterated glucose in living mice [108]. The research 
validated their quantitative measurements of Raman 
intensity using nuclear magnetic resonance spectra of tissue 
lipid extracts [108]. This optical multiplexing imaging of 
glucose metabolites may in the future, discover new 
metabolic biomarkers of disease or be used for the metabolic 
phenotyping of biopsied tissues from patients. 

In addition, as the volume of biomarker data continues to 
grow, the scientific discovery of biomarkers based on 
artificial intelligence can be a complementary approach to 
classical strategies. In some cases, machine learning 
algorithms can be leveraged to classify biomolecules that 
accurately contribute to the prediction of a disease state, for 
example, or treatment, thus generating new and testable 
assays. However, additional information needs to be 
considered for better diagnostic alignment, such as 
standardization of protocols and equipment, large-scale 
cross- validation, multicenter trials controlling for age, 
gender and culture variables, definition of end points and 
use cases, cost-effective and easy to use. 

8. Concluding remarks  

Different types of human diseases are related to lifestyle 
and genetic susceptibility, which determine exposure to 
various risk factors and constitute a determining element in 
the emergence and development of human diseases. The risk 
of suffering health deterioration can be assessed using 
biomarkers that express the likelihood that an unwanted 
effect will occurs due to exposure to environmental aspects 
or gene dysfunction. Although their findings present great 
challenges, biomarkers are an important tool in the 
prediction, diagnosis, and treatment of human diseases, as 
they can reflect possible changes in the biological system, 
allowing the unequivocal specification of such disease. 
However, it is important to recognize the need for a detailed 
and a rigorous path to discovery and validation of human 
disease biomarkers in research and clinical settings, 
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considering important parameters, such as accuracy, 
precision, specificity, and sensitivity. Obviously, several 
challenges are observed during these processes.  
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AKT – protein kinase B 
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HIV - human immunodeficiency virus 
IAA – iodocetamide 
IGNT - tolerable normal glycemia 
IHC - Immunohistochemistry 
IRS – insulin receptor substrate 
LDL – low-density lipoprotein 
MALDI – TOF MS – matrix-assisted laser desorption/ 
ionization mass spectrometry 
MI - myocardial infarction 
mRNAs - messenger RNAs 
mTORC1 - mTOR complex 1 
NIH - National Institute of Health 
nLC-QTOF MS - nano-liquid chromatography  
quadrupole time of flight 
NMR - nuclear magnetic resonance 

NO – nitric oxide 
PCT – procalcitonin 
PDGF-R – platelet-derived growth factor receptor 
PIP2 – phosphorylation of phosphatidylinositol  
4,5-bisphosphate 
PIP3 – phosphatidylinositol 3,4,5- trisphosphate 
RNA-Seq – RNA sequencing 
ROC – receiver operation characterization curve 
ROS – reactive oxygen species ROS - reactive oxygen  
species 
RT-qPCR - real-time reverse transcription polymerase  
chain reaction 
SNP – single nucleotide 
SRM/MRM – selected reaction monitoring/multiple  
reaction monitoring 
TSC1 - tuberous sclerosis protein 1 
VSMC – Vascular Smooth Muscle Cell 
WHO – World Health Organization 
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