
Journal of Integrated OMICS

a methodological journal 

Volume 1   Issue 1   1 February 2011   ISSN 2182-0287 

editors  

Carlos Lodeiro-Espiño  
Florentino Fdez-Riverola  
Jens Coorssen 
Jose-Luís Capelo-Martínez 
 



JIOMICS® 2011 

JIOMICS 
 
Journal of Integrated OMICS 
 

Focus and Scope 
 

Journal of Integrated OMICS, JIOMICS, provides a forum for the publication of original research papers, preliminary 

communications, technical notes and critical reviews in all branches of pure and applied "-omics", such as genomics, proteomics, 

lipidomics, metabolomics or metallomics. The manuscripts must address methodological development. Contributions are 

evaluated based on established guidelines, including the fundamental nature of the study, scientific novelty, and substantial 

improvement or advantage over existing technology or method. Original research papers on fundamental studies, and novel 

sensor and instrumentation development, are especially encouraged. It is expected that improvements will also be demonstrated 

within the context of (or with regard to) a specific biological question; ability to promote the analysis of molecular mechanisms 

is of particular interest. Novel or improved applications in areas such as clinical, medicinal and biological chemistry, 

environmental analysis, pharmacology and materials science and engineering are welcome. 
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I 

Editorial 

Journal of Integrated OMICS – Where no journal has gone before  

The first International Congress on Analytical Proteomics – 

ICAP - was held in Caparica, Portugal, in 2008. This congress 

was conceived to cover a gap in the proteomics world, namely a 

direct link to the rigorous techniques of analytical chemistry 

through method development. Other international congresses 

such as HUPO or EuPa cover method development but not in a 

monographic format. During this first ICAP, discussions took 

place among the participants regarding the opportunity of 

promoting a new forum for discussion within the galaxy of 

journals devoted to proteomics. It was soon agreed that the new 

journal should meet some specific criteria that would clearly 

establish the technical interface between ‘Omics approaches and 

analytical chemistry that was to be supported and promoted. 

Thus, it was established that a journal of the 21st century should 

not only be open access and thus fully available to everyone, but 

also open in many different ways. This operating philosophy 

thus defined a set of novel characteristics for the nascent journal. 

First, as has been said, access should it be open to all researchers. 

Second, the target areas of the new journal should cover the 

breadth of disciplines defining the ‘Omics arena, not only 

proteomics. Third, publication of papers dealing with 

methodological development should be encouraged, but the 

journal should not be restricted only to this. Finally, and 

uniquely, the Journal should be published by its own staff. 

Accordingly, a low fee of about 100 Eu was set as the regular 

price to be paid for publishing in the Journal. After extensive 

debate, the name of the new journal was set as Journal of 

Integrated OMICS ― A Methodological Journal. We thank 

Professor Jens Coorssen, (University of Western Sydney, 

Australia), as he first suggested this name that finally became the 

official title of the new Journal. It was also decided to open the 

Editorial Board to all researchers with demonstrated experience 

in any OMIC field who were interested to help in any way to 

develop this new initiative ― to serve as editor, referee, or both. 

The next step in establishing the new Journal was to create an 

official site. Professor Florentino Fdez-Riverola (University of 

Vigo, Spain), contributed substantially to this task, and the 

website was launched April 9, 2010. The excellent result can 

viewed via the link www.jiomics.com. The website also includes 

a Forum, http://www.bioscopegroup.org/jiomicsforum/, recently 

created to support collegial debate on subjects of interest for the 

OMICS community such as new advances in mass spectrometry 

or chromatography. 

Last, but not least, it was necessary to communicate the 

existence of this new International Journal to the scientific 

community, requesting the cooperation of all those who would 

like to collaborate with this initiative. Therefore an international 

call was made requesting members for the Editorial Board; this 

was a great success and to date, there are more than 200 

associated editors. We are proud to say that our membership 

reflects true international breadth. 

The ISSN of the Journal was obtained in January 2011. IDOI 

will be assigned to our academic papers, and we hope to also be 

indexed in SCOPUS and SciFinder in the near future. 

We certainly wish to acknowledge all authors participating in 

the launching of the first issue. On the horizon, other researchers 

will consider JIOMICS as their regular publishing media. For 

their contributions, we are indebted to Gilberto Igrejas, Qing-Yu 

He, Alan J. Tacketta, Marco A. Z. Arruda, Guoping Zhang, 

Chantagan Srisomsap, Randen L. Patterson, Damian B. van 

Rossum, Ganesh Chandra Sahoo, Elena López, Rune Matthiesen, 

Jan-Jaap Wesselink, Antonio Ferreira, Kay Ohlendieck, Bernard 

Corfe, Janina M. Tomm, Ying-Ray Lee, Hong-Lin Chan, Maria 

Moreno, Pieter de Lange, Eiji Kinoshita, Vladimir Lazarevic, and 

Martin von Bergen. Thanks indeed for entrusting us with your 

work. 

Next July, 2011, the 2nd ICAP (http://sing.ei.uvigo.es/ICAP/) 

will be held in Ourense, Spain. A number of issues regarding the 

journal will be discussed there, including the option to open for 

general comment the reviewing of the papers and other 

questions that any member of the editorial board might raise. 

We would like to close by encouraging all the editorial staff to 

contribute actively to the success of JIOMICS, because this 

journal belongs to all of us. 

Ourense, February 2011 

On behalf of the Editors-in-Chief, 

José-Luis Capelo-Martínez 

Department of Physical Chemistry. Faculty of Sciences of Ourense. University of Vigo 

at Ourense Campus. 32004-Ourense, Spain. E-mail address: jlcapelom@uvigo.es 
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Signaling networks are key elements in all major aspects of cellular life, playing a major role in inter- and intracellular communications. They 
are involved in diverse processes such as cell-cycle progression, cellular metabolism, cell-cell communication and appropriate response to the 
cellular environment. The latter comprises a whole range of networks that are involved in regulation of cell development, differentiation, pro-
liferation, apoptosis, and immunologic responses. The key mechanism involves the transduction of extracellular signals across the cell surface 
to different effectors in the cytosol and the nucleus. Dysregulation of these pathways is often associated with immunology disorders and ma-
lignant diseases such as cancer. One of the most common mechanisms of activation and/or inactivation of signaling transduction pathways is 
phosphorylation and de-phosphorylation at serine, threonine and tyrosine residues. Phosphoproteomics is playing an important role in our 
understanding of how phosphorylation participates in translating distinct signals into the normal and or abnormal physiological responses, 
and has shifted research towards screening for potential therapies for diseases and in-depth analysis of phosphoproteomes. Given the im-
portance of phosphoproteomics in translational research we aim at outlining phosphoproteomic approaches based on mass spectrometry 
(MS). This review focuses on (1b) the role of phospho signaling in immunology, (2a) current phosphopeptide enrichment methods based on 
IMAC and titanium dioxide, (2b) phosphopeptide analysis by MS, and (2c) issues concerned with interpretation of phospho spectra by data-
base dependent search. Finally, quantitative methods used in phosphoproteomics such as Stable Isotope labeling with Amino acid in cell Cul-
ture (SILAC), isobaric Tag for Relative and Absolute Quantitation (iTRAQ) and Absolute Quantification (AQUA) is discussed in section 3.  

Keywords: Phosphorylation; Proteomics; Mass Spectrometry; Immunology disorders. 

Abbreviations 

AQUA Absolute Quantitation; CID Collision-Induced Dissociation; Da Dalton (molecular mass); ECD Electron Capture Disso-
ciation; ESI Electron Spray Ionization; ETD Electron Transfer Dissociation; FT-ICR Fourier transform-Ion Cyclotron Reso-
nance; H3PO4 Phosphoric acid; ICR Ion Cyclotron Resonance; IMAC Immobilized Metal Affinity Capture; IT Ion Trap; iTRAQ 
isobaric Tag for Relative and Absolute Quantitation; kDa kilodalton (molecular mass); LC Liquid Chromatography; MALDI 
Matrix-Assisted Laser Desorption/Ionization ; MOAC Metal Oxide Affinity Chromatography; Mr Relative molecular mass (di-
mensionless); MS Mass Spectrometry; MS/MS tandem mass spectrometry; m/z Mass to charge ratio; PID Primary Immuno 
deficiencies; PTM Post-Translational Modification; SILAC Stable Isotope Labelling with Amino acid in cell Culture; SIMAC 
Sequential Elution from IMAC; TiO2 Titanium dioxide; TOF Time Of Flight. 
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1. Introduction 

1.1 A short history of phosphorylation studies. 

In 1954 the first protein kinase activity was observed by us-
ing 32P labeling [1]. The next major finding occurred in 1979, 
when Tony Hunter and co-workers discovered the first tyro-
sine phosphorylated by a signaling cascade [2]. This was 
shortly followed by the elucidation of the amino acid se-
quence of the first kinase (PKA) by Edman degradation [3]. 
The spotlight in the late eighties and nineties was focused on 
the characterization of signaling cascades, mainly the MAP 

kinases  [4]. Indeed, this period witnessed the purification 
and identification of the first protein tyrosine phosphatase 
[5]. One of the major landmarks of the late 1980s was the 
creation of the first protein kinase knockout in mouse [6]. In 
1997, the use of sophisticated genetic engineering allowed the 
manipulation of the amino acid residues in tyrosine kinases 
[7]. Recently, Ficarro et al. [8] and Gruhler et al. [9] reported 
the identification of thousands of phosphopeptides including 
the phosphorylation sites from yeast by using a combination 
of phosphoproteomic tools such as phosphopeptide enrich-
ment and tandem MS. In 2002 the proportion of the human 
genome encoding protein kinases was analyzed and for the 
first time a complete set of human kinase sequences were 
assembled and classified [10]. This study defined the human 
kinome, which contains around 500 protein kinases, many of 
which are considered likely therapeutic targets. In recent 
years large scale phosphoproteome analysis quantitatively 
profiled thousands of phosphopeptides  [11, 12, 13, 14, 15, 16, 
17, 18]. Finally, bioinformatics has become an important 
team player when the phosphopeptide results from latest 
generation of mass spectrometers needs to be tested for asso-
ciation with existing molecular information (Figure 1). 

1.2. Relevance of phosphorylation in immunology disorders  

During an infection caused by agents like fungi, bacteria, or 
viruses, pathogen components bind to receptors on immune 
cells, and trigger the activation of signaling pathways [19, 20, 
21]. This activation stimulates the production of inflammato-
ry mediators, including pro-inflammatory cytokines like 
tumor necrosis factor, interleukin-1, chemokines, prosta-
glandins and interferons. Interestingly, the precise produc-
tion of inflammation mediators depends on body site and 
type of inflammation. All these mediator components can act 
locally and are also secreted into the blood where they mount 
responses to fight the invading pathogen. However, the un-
controlled production of these compounds can cause tissue 

 
Figure 1. Evolution of protein phosphorylation studies in phosphoproteomics. Different studies on protein-phosphorylation and recent 
progress on MS based proteomics are shown for the last fifty years. In the beginning analysis of specific kinases by classical molecular biology 
techniques initiated the interest in phosphoproteomics. Nowadays, large-scale studies can be carried out thanks to advances on MS-based 
proteomics tools and computational methods. 
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damage. Increased levels of pro-inflammatory cytokines are 
also characteristic of chronic inflammatory and autoimmune 
diseases, like for example: Polymyalgia Rheumatica, Addi-
son's disease, Systemic lupus erythematosus, Type 1 Diabetes 
Mellitus, inflammatory bowel disease, asthma, rheumatoid 
arthritis and psoriasis [22, 23, 24]. 

The most commonly used anti-inflammatory drugs are 
glucocorticoids but there are side effects associated with the 
long-term use of steroids. There is a need for anti-
inflammatory drugs with fewer side effects, orally active, 
more effective and less expensive. The potential targets of 
such drugs could be components of the signaling pathways 
that regulate the production of inflammatory mediators.  

While autoimmune diseases are complex and involve de-
regulation of both the innate and adaptive immune system. 
The study of the response of innate immune cells to the com-
ponents of the pathogens which bind the immune receptors 
proved to be a productive way of dissecting the signaling 
pathways which control the production of pro-inflammatory 
cytokines. 

Recently, protein-kinases have become the pharmaceutical 
industry’s most studied class of drug targets and a number of 
drugs that inhibit these enzymes have been approved for the 
treatment of cancers. Additionally, recent evidence suggests 
that several protein kinases of the innate immune system are 
potentially attractive targets for the development of drugs to 
treat chronic inflammatory diseases [25]. 

Cancer, at a molecular level, is considered a state of altered 
signaling. One of the most common mechanisms of activa-
tion and/or inactivation signaling pathways is phosphoryla-
tion and de-phosphorylation at serine, threonine and tyrosine 
residues. This type of modification controls a variety of cellu-
lar processes including cellular growth, proliferation, cell 
cycle control, cytoskeletal mobility and receptor regulation 
[26]. Phosphorylation leads to allosteric modifications that 
may result in sufficient conformational changes that cause 
activation or inactivation of various proteins and associated 
altered functioning. We hypothesize that identification of 
phosphoproteins associated with the various stages of cancer 
may provide information on the mechanism of tumorigenesis 
and insights into the development of diagnostic and thera-
peutic procedures. The mitogen activated protein kinase 
(MAPK) pathways are known to be deregulated in many 
human malignancies [27, 28, 29, 30]. The best studied 
MAPKs, with regards to malignancy, are the extracellular 
signal regulated protein kinases (ERK). ERKs phosphorylate 
cytoplasmic targets or migrate to the nucleus where they can 
activate transcription factors involved in cellular prolifera-
tion. Aberrant signaling in the MAPK/ERK pathways has 
been described in prostate, breast and colon cancers in vitro 
as well as in vivo models [31, 32, 33, 34]. In addition, in cervi-
cal cancer, one study has described decreased activation of 
ERK1/2 in invasive cervical carcinoma [35]. A second rele-
vant example is annexin A1, which is a calcium dependent 
phospholipid binding protein that has been linked to mem-
brane trafficking through exocytosis and endocytosis [36].  

Other studies have evaluated the role of annexin A1 in the 
modulation of the MAPK/ERK [37]. Indeed, many members 
of the Annexin family are known to undergo alternative splic-
ing yielding a number of isoforms. The resultant variant 
forms may have different functions and binding capacity 
compared to the native forms [38]. Another relevant example 
is related to the DNA-Protein Kinase catalytic subunit (DNA-
PKcs), a macromolecule found to be involved in the repair of 
double stranded DNA breaks through activation of p53 
which was found to be expressed in cancer specimens in its 
tyrosine phosphorylated and cleaved form [39]. In contrast, 
in normal specimens DNA-PKcs existed in its intact, full 
length and non-phosphorylated form. The aim of this study 
was to identify differential expression and modification of 
proteins that could suggest aberrant pathways which could 
serve as novel targets for developing new therapies in the 
treatment of cervical cancer and aide in monitoring disease 
recurrence or progression. 

In addition, we will provide examples of the application of 
phosphoproteomics in immunological studies. The CDC25 
family of proteins is comprised of dual specificity phospha-
tases that regulate cell cycle transitions, and are key targets of 
the checkpoint machinery to maintain genome stability dur-
ing DNA damage. Three isoforms of CDC25 have been iden-
tified in mammalian cells: CDC25A, CDC25B, and CDC25C. 
CDC25A and CDC25B overexpression has been reported in 
many types of human cancers, but is insufficient to cause 
cancer, and the mechanism responsible for CDC25 overex-
pression is unclear [40, 41]. 

Studying dose-response effects of the anti-cancer drug ra-
pamycin on the phosphoproteomics level has identified hun-
dreds of novel rapamycin-targeted cellular proteins and their 
phosphorylation sites. This information enabled us to identi-
fy CDC25B as the key enzyme in mediating rapamycin in-
duced oncogenic AKT activation. Importantly, we show that 
phosphoproteomic profiling of a certain therapeutic agent 
cannot only identify potential drug target(s) to improve the 
efficacy of that therapeutic approach in disease treatment, but 
can also provide cellular information on possible beneficial 
and adverse side effects of a certain disease therapy when 
treating patients [42]. 

Primary Immunodeficiencies (PID) are “nature’s experi-
ments” which have allowed not only the elucidation of many 
signaling pathways but also their function and clinical rele-
vance. 

An interesting example is related to Bruton’s tyrosine ki-
nase (Btk; member of the Tec family of kinases) [43, 44], 
important in B-lymphocyte development, differentiation, and 
signaling. Btk is predominantly expressed in B lymphocytes 
and monocytes but not in plasma cells [45, 46]. Btk expres-
sion in the B-cell lineage is also developmentally regulated, 
with bone marrow-derived hematopoietic stem cells, com-
mon lymphoid progenitor cells, developing B and myeloid 
lineages showing the highest levels, whereas resting mature 
cells prior to activation have reduced cellular Btk. As B lym-
phocytes are the only cells known to be affected in X-linked 
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agammaglobulinemia (XLA), the physiological significance of 
Btk expression in other cell types remains to be established. 

Mutations in the Btk gene lead to XLA in humans and X-
linked immunodeficiency (Xid) in mice. Activation of Btk 
triggers a cascade of signaling-events that culminates in the 
generation of calcium mobilization and fluxes, cytoskeletal 
rearrangements, and transcriptional regulation involving 
nuclear factor-κB (NF-κB) and nuclear factor of activated T 
cells (NFAT). In B cells, NF-κB was shown to bind to the Btk 
promoter and induce transcription, whereas the B-cell recep-
tor dependent NF-κB signaling pathway requires functional 
Btk. Moreover, Btk activation is tightly regulated by a pletho-
ra of other signaling proteins including protein kinase C 
(PKC), Sab ⁄ SH3BP5, and caveolin-1. Additionally, the prolyl 
isomerase Pin1 negatively regulates Btk by decreasing tyro-
sine phosphorylation and steady state levels of Btk [47]. It is 
intriguing that PKC and Pin1, both of which are negative 
regulators of Btk, bind to the pleckstrin homology domain of 
Btk. To this end, novel mutations in the pleckstrin homology 
are being investigated, in order to design selective and novel 
drugs [48]. 

Another relevant example is related to IgA deficiency [49, 
50, 51]. IgA plays a role in systemic immunity which is still 
not understood, IgA antibodies in secretions can neutralize 
viruses, bind toxins, agglutinate bacteria, prevent bacteria 
from binding to mucosal epithelial cells, and bind to various 
food antigens preventing entry into the general circulation 
(Table 1). 

Because IgA is known to protect mucous surfaces, it is a 
mystery why most IgA-deficient subjects remain healthy. 
This lack of disease in IgA deficiency is often attributed to a 
compensatory increase in IgM in the secretions [52]; the 
colostrum of IgA-deficient subjects has been shown to con-
tain abundant amounts of IgM. The main immunological 
difference between the IgA-deficient and the normal intesti-
nal tract is the substitution of IgM secreting plasma cells for 
IgA-secreting cells [53]. This difference is evident in both 
healthy and ill IgA-deficient subjects.  

When nodular lymphoid hyperplasia develops, the nodules 
contain a proliferation of IgM plasma cells. 

Despite the fact that most IgA-deficient subjects are not ill, 
IgA deficiency has been associated with an astonishing num-
ber of specific disorders (Table 2) [51, 54, 55, 56]. 

A fundamental defect in IgA deficiency is the failure of 
IgA-bearing B lymphocytes to mature into IgA secreting 
plasma cells. This appears to be a defect of stem cells, since 
IgA deficiency can be transferred by bone marrow engraft-
ment. A cardinal feature is that there is a paucity of IgA-
bearing gastrointestinal plasma cells. There are decreased 
(but not absent) numbers of IgA-bearing B cells in the pe-
ripheral circulation in these patients, which bear an immature 
phenotype; that is, IgA-bearing B cells that also are positive 
for IgM and IgD. The reason that IgA deficient subjects have 
B cells that fail to switch to the production of IgA is un-
known. There is much to learn about the role of IgA in hu-
man immunity. IgA is the most abundant immunoglobulin 

made and also the most ignored. IgA is the second-most 
prevalent immunoglobulin in serum, but its role in systemic 
immunity is unknown. IgA has a known biological activity 
against a number of pathogens and can be shown to serve as a 
barrier preventing the permeation of foreign antigens and 
pathogens; on the other hand, lack of IgA does not usually 
result in a perceptible immune defect [57].  

Because no genetic defect is known in IgA deficiency and 
its clinic diversity, many genetic studies have been focused on 
the relationship of IgA deficiency with HLA system [58, 59, 
60, 61, 62, 63, 64], complement components [65, 66], trans-
membrane activator and calcium modulator and cyclophilin 
ligand interactor (TACI) [67, 68, 69] and other genes [70, 71, 
72, 73, 74]. Recently, a genome-wide association study identi-
fied association with Interferon-induced helicase C domain 
containing protein 1(IFIH1) and C-type lectin domain family 
16 (CLEC16A) [75]. 

The phosphoproteomics of IgA deficiency could explain 
not only why IgA deficient people are asymptomatic but also 
why some patients present infections and/or autoimmunity 

Table 1. Examples of specific human IgA antibody reactivity 

(a) Bacteria 

 

Bacteroides fragillis 

Bordetella Pertussis 

Campylobacter 

Clostridiumdiphtheriae, C. tetani 

Escherichia coli O, K antigens, enterotoxin 

Salmonella 

Shingella 

Streptococcus 

Streptococcus mutans 

Neisseria gonorrhoeae 

Vibrio cholerae 

(b) Fungi                                          Candida albicans 

(c) Protozoa                                     Giardia 

(d) Viruses 

Arboviruses - Semliki forest 

Coxsackie virus  

Cytomegalovirus  

Dengue 

Echovirus 

HIV 

Influenza A  

Parainfluenza 

Poliovirus 1, 2, 3 

Respiratory syncytial virus 

Rhinovirus 

Rotavirus 

Ross river 

Japanese B 

(e) Others 

Milk proteins 

Peanut lectin  

Soy lectin 

Wheat gluten, gliadin 
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and/or other pathological situations. 
XLA and IgA deficiency are two relevant examples of PID 

because in XLA, the genetic disorder was observed for the 
first time in a PID and in IgA deficiency, the most frequent 
PID, the genetic disorder is unknown yet. 

Many other PID are interesting for analysis with phospho-
proteomics tools because their genetic defects involve many 
signaling pathways depending on phosphorylation/ 
dephosphorylation phenomena, such as IL-1 receptor associ-
ated kinase 4 (IRAK 4) deficiency with functional defects of 
TIR-IRAK signaling pathway and bacterial infection (py-
ogenes) in the patients [76]. Another example is the Hyper 
IgE syndrome, a clinical situation where three different genet-
ic disorders including protein phosphorylation can cause the 
disease, it has mutations in either signal transducer and acti-
vator of transcription protein 3 (STAT 3) [77, 78] or  tyrosin 
kinase 2 ( TYK 2)  [79] or in the dedicator of cytokinesis 8 
(DOCK 8) [80]. 

For up to date information on PID with defects in signaling 
pathways involving phosphorylation, see the reference of the 
International Union of Immunology Societies Expert Com-
mittee on Primary Immunodeficiencies [81]. 

Current phosphoproteomics strategies allow the study of 

different immunological diseases. The advantage over other 
methodologies, is that they allow the assignment of the spe-
cific amino acids which are phosphorylated and or de-
phosphorylated when comparing healthy and malignant 
tissues/cells. In addition, phosphoproteomics gives spatial 
and temporal biological information. Therefore, it will help to 
establish the right and more specific prognosis and diagnosis, 
and therefore to treat different immunological disorders with 
more accurate therapies. Indeed, these findings suggest that it 
plays a critical role in studies related to the discovery of ther-
apeutic targets [26, 82]. 

Nowadays, many hospitals have included and are including 
MS technologies in order to collaborate with/and for clinical 
research, covering many kinds of pathologies. Thus, improv-
ing the therapy - treatments of the patients. 

1.3. The role of phosphorylation in protein structure and func-
tion 

Reversible phosphorylation of proteins modulates a great 
variety of cellular processes. Biological regulation and signal-
ing is in this manner controlled by kinases, phosphatases and 
phosphopeptide recognition domains of effector proteins 
[83]. Peptides phosphorylated mainly on serine, threonine or 
tyrosine residues are specifically recognized by a variety of 
protein domains. Phosphotyrosine (pTyr)-containing pep-
tides interact with SH2 (Src Homology 2) and PTB (Phos-
photyrosine Binding) domains. Phosphoserine and 
phosphothreonine (pSer/pThr) are recognized by an increas-
ing variety of modular protein domains, including 14-3-3, 
WW, FHA (Forkhead Associated), Polo-box, and BRCT 
(BRCA1 C-terminal) among others [83, 84]. In plants, only 
14-3-3 and FHA domains are found to mediate phosphopep-
tide binding processes [85]. 

According to the classical theory, all these domains dis-
criminate between the phosphorylated vs. the non-
phosphorylated state of proteins, based on the conformation-
al changes induced by the presence of a negatively-charged 
phosphate group in the basal state of the phosphopeptide. 
Structure/function experiments performed using NMR relax-
ation techniques on the phosphorylated state of the response 
regulator “Nitrogen regulatory protein C” from Salmonella 
typhimurium [86] indicated that both states (active and inac-
tive) are present before phosphorylation, suggesting that this 
process only acts through the modification of the preexisting 
equilibrium. Changes induced by phosphorylation could be 
of different magnitude. In some cases, adding of phosphate 
groups leads to partially unfolding of previously structured 
domains, making them more accessible to phosphopeptide 
recognition domains, as it has been demonstrated by NMR 
studies in the case of the KH-domain 1 of the RNA binding 
K-homology splicing regulator protein and its interaction to 
14-3-3 protein [87].  

Since no high resolution 3D coordinates obtained by NMR 
or crystallization procedures are available, the increasing 
capacity and accuracy of computational simulations allow us 
to generate models of the different phosphorylation states of 

Table 2. Examples of conditions associated with selective IgA 
deficiency 

(a) Allergy 

Asthma, atopy, eczema 

(b) Autoimmunity 

Rheumatoid arthritis ITP, hemolytic anemia, pernicious anemia, 

systemic lupus erythematosus, Still’s disease, transfusion 

reactions due to anti IgA antibody, dermatomyositis, vitiligo, 

Sjogren’s syndrome,Henoch–Schonlein syndrome, primary 

biliary cirrhosis, autoimmune hepatitis 

(c) Endocrinopathy Thyroiditis 

Graves disease, idiopathic Addison’s disease, diabetes mellitus, 

21-hydroxylase deficiencycd 

(d) Gastrointestinal diseases 

Giardiasis, Crohn’s disease, ulcerative colitis, nodular lymphoid     

hyerplasia, celiac disease, lactose intolerance, malabsorption, 

villous atrophy, achlorhydria, cholelithiasis 

(e) Malignancy 

Gastric carcinoma and lymphoma 

(f) Neurological 

Seizures, migraine, sensory neuropathy, myasthenia gravis, 

cerebral vasculitis 

(g) Respiratory tract 

Recurrent sinopulmonary infections, sarcoidosis, pulmonary 

hemosiderosis 
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a protein. As an example, these methods have been used to 
explore low-energy conformations of the phosphorylation-
regulated structure of the R domain of the cystic fibrosis 
transmembrane conductance regulator [88]. The results sug-
gested that the increment of the radius of gyration of the 
phosphorylated states of the domain was correlated with the 
activation of the chloride channel through reorganization of 
its helix packing.  

Phosphorylation can not only be correlated with changes in 
tertiary structure but also with changes in secondary struc-
ture. A recent study [89], monitoring the secondary structure 
changes of a coiled-coil model peptide through Circular Di-
chroism, found a sequential cascade starting from a stable 
helical state continued by a phosphorylation-induced unfold-
ed structure and finishing, in this particular case, in a magne-
sium stabilized alpha-helix structure. Computational 
simulation could also be very useful to model this type of 
changes. A good example of this could be the comparative 
study, using both Molecular Dynamics and Circular Dichro-
ism techniques, of the displacement in the equilibrium be-
tween the unphosphorylated peptide of the third tau 
microtubule-binding repeat and its mono- and di-
phosphorylated states [90]. Molecular Dynamics models 
predicted a stabilization of the peptide in a short alpha helical 
structure mediated by phosphorylation. This arrangement, 
contrasted using Circular Dichroism approaches, will lead the 
peptide to a homo-polymerized complex, connecting the 
structural changes due to phosphorylation with modifications 
in the functional behavior of the peptide (Figure 2).  

In recent years, simulation techniques based on Quantum 
Mechanics are increasing their capacity and are being imple-
mented at a scale that allows the simultaneous calculation of 
the behavior of several dozens of atoms. Particularly, these 
methods permit the analysis of the formation and breaking of 
covalent bonds in the active center of proteins (Quantum 
Mechanics) within the framework of the atomic models of 
complete biological macromolecules, calculated using classi-
cal Molecular Dynamics. These methodologies, usually 
termed QM/MM (Quantum Mechanics / Molecular Mechan-
ics) interface [91], enable the analysis of some biological rele-
vant events as the hydrolysis of peptide bond by proteases 
[92], hydrolysis of nucleoside triphosphates molecules in the 
active center of nucleosidase enzymes [93] or phosphoryla-
tion and dephosphorylation [94, 95, 96] processes, taking in 
account not only detailed aspects of formation and rupture of 
covalent bonds but also the movements of the entire protein 
associated to them [97]. 

Some of the effects of protein phosphorylation in protein 
structure must be studied taking into account  that these 
effects are not stable but transient, allowing the presence of 
both phospho- and dephosphorylated states of the protein in 
a dynamic equilibrium [95].  In the near future, QM/MM 
interface techniques will not only the be able to simulate the 
behavior of the two extreme states of the protein, but also the 
intermediate situations of phosphate ions being added of 
removed from the surface of the macromolecules. Therefore, 

QM/MM interface will be able to analyze how these continu-
ous processes can affect transient interactions with other 
proteins in signaling cascades [97] associated to immune 
response or diseases such as cancer. 

2. Current proteomic strategies to study phosphorylated 

proteins and peptides  

Phosphorylation plays important roles in regulating pro-
tein structure and function. Therefore, it also modulates 
protein catalytic activity, subcellular localization, and interac-
tion processes [98, 99]. Protein reverse phosphorylation 
[100], concerts actions of kinases and phosphatases, and plays 
a central role in all processes, especially in cell signaling. 

Phosphoproteomics involves the identification and quanti-
fication of phosphoproteins, and also the linkage of phospho-
sites to specific activation of the identified proteins. The 
analysis of the spatial and temporal aspects of protein phos-
phorylation is of great interest to the discovery of functions of 
specific biological processes. 

2.1 Phosphopeptides enrichment methods used previous to MS 
analysis 

For many approaches, including the study of immune dis-
orders, the goal is to generate a global view of serine, threo-
nine, and tyrosine phosphorylation within the sample, 
focusing specifically on the selected subset of phosphopep-
tides. Since the detection of phosphopeptides by MS is often 
hindered by suppression effects, many different strategies for 
removing unphosphorylated peptides have been established: 
immunoprecipitation by antibodies, pre-fraction systems 
such as ionic chromatographic exchange (SCX/SAX) and 
calcium phosphate precipitation, metal affinity chromatog-
raphy e.g. IMAC, TiO2, ZrO2, and reverse phase chromatog-
raphy (Figure 3). 

 

Figure 2.  Phosphorylation in protein structure and function. Simula-
tion, using Molecular Dynamics techniques, of the different equilib-
rium states of a peptide from the third tau microtubule-binding 
repeat. Phosphorylation displaces the pre-existing equilibrium 
towards a stabilized short alpha helical structure (modified from 
[84]). 
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Immunoprecipitation of phosphotyrosine is still much 
more frequent [101] than immunoprecipitation using phos-
pho-serine or threonine antibodies. The reason is that affinity 
chromatography such as IMAC or titanium dioxide has high-
er capacity for phosphoserine and phosphothreonine peptide 
binding [102]. 

The most common techniques to enrich for individual 
and/or global phosphorylation are IMAC and Titanium Di-
oxide (TiO2) [103], which are based on the high affinity of 
phosphate groups for metal ions such as Fe3+, Zn+1, Cu2+ and 
Ga3+. The phosphopeptides that are negatively charged will 
bind the positively charged metal ions by electrostatic inter-
actions. One of the main limitations associated with both 
phosphopeptide enrichments is the nonspecific retention of 
non-phosphorylated acidic peptides, due to the weak affinity 
between negatively charged carboxylate and positively 
charged metal ions. However, conversion of carboxylate 
groups to esters effectively eliminates nonspecific retention of 
non-phosphorylated peptides, although this has the drawback 
of increased complexity in the subsequent MS analysis. Dur-
ing the last five years, titanium dioxide (TiO2) has emerged as 
the most common of the metal oxide affinity chromatog-

raphy (MOAC) based phosphopeptide enrichment methods. 
This technique offers increased capacity compared to IMAC 
resins in order to bind and elute mono-phosphorylated pep-
tides. TiO2 exploits the same principle as IMAC, and is simi-
larly prone to nonspecific retention of acidic non-
phosphorylated peptides. However, when loading peptides in 
2, 5-dihydroxybenzoic acid (DHB) [104], glycolic and phthal-
ic acids, nonspecific binding to TiO2 is reduced, thereby im-
proving phosphopeptide enrichment without chemical 
modification of the sample. In addition, TiO2 is often consid-
ered to be interchangeable with IMAC. It works on similar 
levels of sample amounts (e.g., micrograms of protein) for the 
identification of phospho-sites by MS analysis. Recently, 
SIMAC [105, 106] appeared as a phosphopeptide enrichment 
tool which is exploiting the properties of IMAC coupled to 
TiO2, making it possible to carry out more refined studies.  

Another phosphopeptide enrichment prior to mass spec-
trometric analysis is ZrO2 [107] and its principle is based on 
metal affinity chromatography like IMAC and TiO2. ZrO2 
allows isolation of single phosphorylated peptides more selec-
tively than TiO2 when using α and β casein as protein models. 
Indeed, it has been successfully used in the large-scale charac-

 

Figure 3. Schematic workflow of current phosphoproteomic strategies. Phosphorylated proteins obtained by immunoprecipitation from tissue or 
cell extract must be digested using one or a combination of different enzymes prior to bottom up MS.For a unique phosphoprotein analysis, 
IMAC, TiO2, ZrO2 or SIMAC are directly applied to the resulting peptides. For large scale phosphopeptide analysis, the peptides must be 
loaded onto pre-fraction columns (SCX/SAX, Calcium phosphate or SIMAC is used). In order to capture as many phosphopeptides as possi-
ble, it is necessary to use different phosphopeptide enrichments methods (IMAC, TiO2, ZrO2) when applying pre-fraction methods. Finally, 
the phosphopeptides which have been previously captured combining different phospho-strategies, must be purified, desalted and concentrat-
ed by reversed phase chromatography (POROs R3, C18 Disks and /or graphite) in order to be analyzed by MS. 
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terization of phosphoproteins. 
Furthermore, a strategy which consists of fractionating and 

subsequently enriching phosphopeptides on a proteome wide 
scale is based on strong cation/anion exchange (SCX and 
SAX) chromatography. The principle of SCX/SAX phospho-
peptide enrichment is based on the negative charged phos-
phate group (PO4

-) of the phosphopeptides. In cation 
exchange chromatography, a positively charged analyte is 
attracted to a negatively charged solid-support, while in anion 
exchange chromatography negatively charged molecules are 
attracted to a positively charged solid-support. SAX has pre-
viously been successfully combined with IMAC [108] and 
resulted in greater recovery and identifications by MS of 
mono-phosphorylated peptides originating from membrane 
proteins. SCX has in a similar way been combined with 
IMAC (Fe3+) and MS analysis, allowing the identification of 
thousands of phosphorylated residues from complex biologi-
cal samples [9]. 

Calcium phosphate precipitation is a strategy that provides 
a useful pre-fractionation step to simplify and enrich phos-
phopeptides from complex samples. Zhang and co workers 
[109] have demonstrated that phosphopeptide precipitation 
by calcium phosphate combined with a two step IMAC (Fe3+) 
procedure resulted in the observation of an increased number 
of phosphopeptides. This method consists of precipitating 
phosphopeptides by adding 0.5M NaHPO4 and 2M NH3OH 
to the peptide-mixture followed by 2M CaCl2. The sample is 
vortexed and centrifuged, and, subsequently, the supernatant 
is removed before washing the pellet with 80 mM CaCl2. The 
washed pellet is dissolved in 5% of formic acid and the result-
ing peptide mixture is desalted by reversed phase chromatog-
raphy before isolating the phosphopeptides by IMAC (Fe3+). 

Finally, since most phosphopeptide analysis is nowadays 
performed by MS, and this technique is sensitive to contami-
nants such as salts, it is necessary to clean up the samples 
prior to analysis, generally by reversed phase chromatog-
raphy combining POROs R3 with C18 Disks and also graph-
ite powder [110, 111, 112]. Poros R3, C18 Disks and graphite 
powder are materials containing long hydrocarbon chains, 
proven to be effective for the desalting and cleaning of very 
hydrophilic peptides, including phosphopeptides [104, 113]. 
In 1999, Gobom and co-workers [110] introduced a micro 
column purification method in which a chromatographic 
resin was packed in the tip of a small constricted GELoader 
tip, creating a micro-column. Using a chromatographic ap-
proach, GELoader tips packed with R3, C18 or graphite mate-
rial, contaminants like salts can be separated from the 
phosphopeptides. Indeed, using RP chromatography, mole-
cules such as proteins, peptides and nucleic acids are separat-
ed according to their hydrophobicity. In addition to the 
removal of salts, these techniques also facilitate a concentra-
tion of the sample by the use of a low elution volume. This 
further improves the sensitivity and quality of the subsequent 
mass spectrometric analysis.  

The phosphopeptide enrichments may be coupled with 
stable isotope labeling steps (such as SILAC, ICAT, iTRAQ 

and 18O) for relative quantification and/or with AQUA analy-
sis for absolute quantitative analysis [114, 115]. Since differ-
ent metal ions appear to enrich for slightly different subsets 
of phosphorylated peptides, maximal coverage of the phos-
phoproteome may be obtained by multiple analyses with 
different metals, or by mixing multiple metal ions in a single 
enrichment step [26]. 

2.2 MS analysis of phosphopeptides  

There have been important improvements in the MS tech-
nology concerning sampling throughput, sensitivity and mass 
accuracy over the past decade, but technical limitations in 
instrumentation still exist that make it impossible to fully 
sample the entire phosphoproteome. In addition, reproduci-
bly and accurately measuring protein phosphorylation via MS 
presents many challenges [116]. Among these challenges is 
the fact that, many phosphorylated proteins are present in 
low overall abundance yet can have pronounced and im-
portant biological effects through their involvement in signal-
ing cascades and other forms of downstream amplification 
such as transcriptional control. These properties make phos-
phoprotein or peptide enrichment a prerequisite for accurate 
analysis and increase sensitivity in MS detection. Robust 
sample lysis conditions to ensure stability of phosphoproteins 
that truly depict the phosphorylation state of proteins at the 
time of cell lysis are crucial. Furthermore, sample cleanup 
and pre-fractionation steps to crudely enrich for phospho-
peptide pools and ensure buffer compatibility for phosphoen-
richment protocols are also necessary [103, 117, 118]. 

Phosphorylation on serine and threonine residues are labile 
and conventional fragmentation CID (Collision Induced 
Dissociation) typically results in the partial neutral loss of 
phosphoric acid (H3PO4, 98/z) in MS2 mode, due to the gas 
phase β-elimination of the phosphor-ester bond. Therefore, 
dehydroalanine and dehydroaminobutyric acid are generated. 
When peptide ions are fragmented by CID, series of y- and b- 
ions are formed [119, 120]. The peptide sequence is obtained 
by correlating mass difference between peaks in the y-ion 
series or between peaks in the b- ion series with amino acid 
residue masses. The CID fragmentation is occurring on the 
peptide backbone, and only limited sequence information is 
obtained. This event can also compromise the identification 
of phosphorylation sites. Related to phosphotyrosine resi-
dues, partial neutral loss is also observed (HPO3, 80/z) in MS2 
mode, but the phosphate group on tyrosine residues is more 
stable than on serine and threonine residues. In addition, the 
phospho-finger-print characteristic of phosphotyrosine, is the 
phosphotyrosine immonium ion (~216 Da), which is a posi-
tive indicator for the presence of a peptide phosphorylated on 
tyrosine [121, 122]. 

The ion originating from neutral loss of phosphoric acid 
(H3PO4) can be selected for further fragmentation by MS3 
mode. The selected ion, after neutral loss fragmentation, is 
automatically selected for further fragmentation. This gives 
the possibility to add extra energy for the fragmentation of 
peptide backbone. Although, the MS3 mode requires that the 
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selected ion is abundant in order to observe the fragmented 
ions. A pseudo-MS3 development is MultiStage Activation 
(MSA) [123], which was implemented on quadrupole-IT and 
linear IT-orbitrap. In MSA, the fragmentation of the precur-
sor ion occurs simultaneously with the fragmentation of the 
ion originating from the neutral loss. Then, the MS2 and MS3 
mass-data are combined in a hybrid spectrum, resulting in 
improved sequence information and also in an improvement 
of the confidence for the phosphorylation site assignment.  

Alternative fragmentations to CID are ECD (electron cap-
ture Dissociation) and ETD (Electron transfer dissociation). 
By ECD, radical peptide ions are obtained when multiply-
charged peptide ions are rationing with low-energy thermal-
electrons. In addition, this fragmentation occurs in the pep-
tide between the backbone amide and the alpha carbon, gen-
erating c and z-ions [124]. An advantage of ECD is that it 
occurs only on the peptide backbone, and labile phosphate 
groups are left intact on the resulting c- and z- fragment ions, 
thus, enabling the identification of the specific phosphoryla-
tion sites. Therefore, it is extremely useful for the analysis of 
multiply-phosphorylated peptides. One disadvantage of ECD 
is that it has selectivity for disulfide bonds, due to the high 
radical affinity of the bond [125, 126]. The main drawback of 
ECD is only that it is used in the FT-ICR instruments due to 
the requirement of a static magnetic field for the thermal 
electrons, meaning high costs and high specialization. 

By ETD, c- and z- ions are also generated. Actually, this 
fragmentation was developed in order to carry out ECD-like 
dissociation experiments, in a Quadrupole Linear Ion Trap 
[123, 127]. ETD is a chemical process in which reaction with 
fluoranthene radical anions disrupts the peptide backbone at 
regular intervals. ETD preserves the intact information about 
labile modifications, which are not observed directly when 
using CID. For instance, phosphate groups are good leaving 
groups, which mean that they are easily lost in the excitation 
process. However, by using ETD one can directly observe 
fragments that contain the intact phosphopeptides. The 
drawback of ETD is less sensitive compared to CID, because 
of lower ionization efficiency. As a result, we recommend 
using CID to start with, and would recommend switching to 
ETD in case you weren’t able to determine the phosphoryla-
tion site. 

2.3 Database dependent search for the identification of phos-
phopeptides  

The new generation of mass spectrometers renders identifi-
cation of thousands of proteins. However, proteins are nor-
mally identified based on several peptides, whereas 
phosphorylation sites are only identified by few peptides. 
Since different phosphorylation sites on the same protein 
usually behave differently [17], each phosphorylation site has 
to be evaluated individually. In addition, the identification of 
multi phosphorylated peptides has to be carefully evaluated 
because of the distinct behavior of individual phosphoryla-
tion sites. Identification of phosphopeptide sites involves 

database dependent search, application of filter parameters, 
estimation of false discovery rate and validation. 

Care must be taken when defining the search parameters 
for a data set with spectra of phosphopeptides. The definition 
of phosphoserine and phosphothreonine modifications must 
include neutral loss of HPO3 (79.966/z) and H3PO4 (97.977/z) 
whereas phosphotyrosine displays no characteristic neutral 
loss but instead a marker ion at 216/z. Furthermore, an ap-
parent neutral loss of approximately 80/z and 98/z might 
have other causes than loss of HPO3 or H3PO4 (Neutral Loss-
Based Phosphopeptide Recognition: A Collection of Caveats, 
Journal of Proteome research, 2007, 6, 2866-2873). Moreover, 
the negative charge of a phospho group can shield some tryp-
tic sites if located close to the cleavage site. The search pa-
rameters must therefore also allow for 2-3 missed tryptic 
cleavage sites.  

The general available search engines are not optimized spe-
cifically for phosphopeptide identification and spectra of 
phosphopeptides are often of lower quality because of the 
labile phospho group. Therefore quality filtering using in-
formation from complementary spectra becomes essential. 
For example, complementary spectra of a specific phospho-
peptide can be obtained by CID, HCD, ETD and MS3. Fur-
thermore, digesting the protein solution with alternative 
enzymes can provide alternative peptides that may ionize or 
fragment better. Ideally the software used is able to combine 
information from all the above mention spectra sources and 
provide a filtered list with high quality results.  

The decoy approach can be used to estimate false discovery 
rate. The decoy approach consists of searching two sequence 
databases which contains the protein sequences in both for-
ward and reversed (decoy) orientations, respectively. In addi-
tion, the number of false-positive hits that are found in the 
decoy database, is then used to predict the number of false 
positives found in the forward database. The decoy approach 
has been described as a useful method for analyzing LC-
MS/MS data from yeast [128, 129], and later, it has also been 
used for phosphoproteome analysis [130, 131]. Search en-
gines like Mascot [132] and VEMS [133] have built in false 
discovery rate on the peptide level which can be used for 
filtering. However, no search engine is able to provide a false 
discovery rate based on combined data from the different 
spectra sources mentioned above. 

Finally, the phosphopeptide assignments must be validated. 
Validation can for example be done by obtaining spectra on a 
synthetic phosphopeptide standard which has the same 
phosphorylation sites as a phosphopeptides of interest from 
the biological sample. 

It can, in some cases, be difficult to assign the correct 
phoshporylation sites in a peptide containing many serines, 
threonines and tyrosines. To this end, VEMS has a spectrum 
viewer that can generate all possible phophorylation sites for 
a peptide and overlay the theoretical fragment ions from 
these with the observed fragment ions [134]. The possible 
phosphorylation sites are restricted by the observed parent 
ion mass and the identified peptide sequence. This tool is 
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useful for manually validating that the correct phosphoryla-
tion sites in the peptides are annotated. It also allows detec-
tion of spectra originating from two phosphopeptides with 
the same amino acid sequence but different phosphorylation 
sites that could not be separated on the reverse phase column. 
VEMS considers all fragment ion types characteristic for 
phosphopeptides including multiple combinations of losses 
of -79.966/z and -97.977/z for the scoring. 

The software MSQuant (http://msquant.sourceforge.net) 
[17, 18] is compatible with MS2 and MS3 searches performed 
using Mascot. The MSQuant scoring is probability based and 
takes into account the number of matched b- and y-ions for 
all possible combinations of phosphorylation sites in a given 
peptide sequence. Another program, Ascore 
(http://ascore.med.harvard.edu/ascore.php), uses a probabil-
ity-based scoring algorithm to validate phosphopeptides 
assigned by SEQUEST [130, 131]. 

A recent comparison of the database dependent search en-
gines Mascot [132], SEQUEST [135], OMSSA [136], and 
X!Tandem [137] suggested that it is useful to combine results 
from several search engines [138]. The comparison indicated 
that, when searching high mass accuracy data sets, Mascot 
and SEQUEST obtained higher sensitivity for phosphopep-
tide identifications [138]. This study also demonstrated that 
replicate-runs of the same sample significantly increased the 
total number of phosphopeptide identifications. Although, a 
particular search algorithm may perform better under certain 
conditions, researchers should not limit their searches to 
using just one algorithm since a combined use of search en-
gines offer better coverage [139]. Recent alternative strategies 
for database dependent search are based on peptide sequence 
tags e.g. GutenTag [140] and InsPecT [141]. However, the 
sequence tag based methods have so far not been applied to 
large scale phosphopeptide analysis. The sequence tag based 
methods can become important in the future when the quali-
ty of phosphopeptide spectra improves. 

3. MS-based quantitative strategies for phosphopeptides 

Proteins containing amino acids with one or more of the 
stable isotopes of 2H, 13C, 15N or 18O can be used as internal 
standards by addition, at an early stage of the analysis, of a 
complex protein sample. There are two approaches for intro-
ducing a stable isotope into a proteins or peptides: metabolic 
labeling using whole cells grown in culture (e.g. SILAC) or 
chemical labeling (e.g. iTRAQ, ICAT). 

Measuring the changes in phosphorylation is critical for 
understanding the biology of a phosphorylation event, since 
protein phosphorylation is very dynamic and constantly 
changing throughout the life of a cell. We restrict the discus-
sion here to three MS-based quantitation strategies which 
have direct utility towards measuring changes in protein 
phosphorylation: SILAC, iTRAQ, and AQUA. Other chemi-
cal labeling techniques that rely on stable isotope incorpora-
tion using e.g. 18O labeled water during trypsin digestions and 
stable isotope incorporation ICAT can also be considered 
with relevant information, but will not be described here. 

3.1 SILAC  

Stable isotope labeling by amino acids in cell culture (SI-
LAC) is a quantitative method based on in vivo labeling of 
proteins in cell cultures with amino acids that contain stable 
isotopes (non radioactive, e.g. 2H, 13C and 15N) [115, 142]. In 
its simplest form, two separated cell cultures are grown in a 
pair-wise fashion; for example, culture A might be yeast cells 
grown under “normal” conditions (light conditions) while 
culture B might be yeast cells grown in the presence of a 
stress condition. The growth conditions of the cells are iden-
tical (except for the presence of the stress-stimuli), but the 
growth media of culture B has an essential amino acid (one 
not synthesized by the cell) replaced with an isotopically 
“heavy” form of that amino acid (e.g. 13C6-arginine). A num-
ber of cell lines have been used for SILAC experiments, and 
the growth and morphology of the cells have not been affect-
ed by the isotopically labeled amino acid [9, 142, 143]. After 
approximately five rounds of doubling, cellular proteins are 
essentially 100% labeled with the selected amino acid. After 
culturing, the light and heavy cell populations are combined 
(1:1) into one pool and the proteins are isolated. The protein 
pool is then digested with a protease, typically trypsin, to 
form a peptide pool that is analyzed by MS. Each peptide 
analyzed will be present in two forms, the light and the heavy 
form. The two forms have the same chemical properties, so 
they have approximately the same chromatographic reten-
tions, ionization efficiencies, and fragmentation characteris-
tics, but they are distinguishable based on the mass difference 
due to the heavy isotope incorporation in the selected amino 
acid. The peak signals produced by the light and heavy forms 
of a peptide are measured by the mass spectrometer, and a 
relative quantification of that peptide from the two cultures is 
calculated. Tandem MS is also performed in the same exper-
iment on either the light or the heavy form, therefore, the 
identity of the peptide and the protein is determined. Indeed, 
all peptides, both phosphorylated and non-phosphorylated, 
that contain the isotopically labeled amino acid, are available 
for relative quantification by SILAC. The SILAC method is 
compatible with the above mentioned enrichment of phos-
phoproteins/phosphopeptides including the immunoprecipi-
tation of a target protein [144]. To assist with the enrichment 
of phosphopeptides in the SILAC method, the combination 
of SCX chromatography and IMAC, have been employed 
after proteolytic digestion [9]. This approach enriches the 
phosphopeptides and helps removing non-phosphorylated 
peptides that can act as noise in the quantification experi-
ment (Figure 4A). 

3.2 iTRAQ  

The second method for the global quantification of pro-
teins and protein modifications is an in vitro chemical label-
ing procedure called iTRAQ. The iTRAQ reagent consists of 
two to eight isobaric (same nominal mass) tags that can be 
used to label two to eight separate protein samples;  
for example, one sample might be “normal” yeast cells while 
the three remaining samples might be yeast cells grown at  
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three different concentrations of a stress treatment. The 
iTRAQ tags contain three regions: a peptide reactive region, a 
reporter region, and a balance region [145]. The peptide 
reactive region of the tag consists of an NHS ester and is 
designed to react with the N-termini and lysines of peptides 
after protease digestions. In the case of 4-plex iTRAQ, the 
four reporter groups appear in the tandem mass spectrum at 
m/z 114, 115, 116, and 117. The attached balance groups are 
designed to make the total mass of the balance and reporter 
group 145 Da for each tag, resulting in balance groups of 31 
Da, 30 Da, 29 Da, and 28 Da, respectively. Protein samples 
for quantification are separately isolated and digested proteo-
lytically, and each sample is chemically labeled with one of 
the iTRAQ reagents. After labeling, the samples are com-
bined and subsequently analyzed by MS. As the iTRAQ rea-
gents are isobaric, identical peptides from each sample will 
have identical masses, therefore there is no division of the 
precursor signals in the first stage of mass analysis that could 
lead to increased spectral complexity by the combination of 
multiple samples. Additionally, the isobaric nature of the 
reagent increases the ion population for a given peptide by 
summarizing the amount of a peptide from each sample. This 

makes the detection of the peptides more sensitive. During 
tandem MS, fragmentation takes place along the peptide 
backbone and also between the reporter and balance region 
of the tag which facilitates the quantitation based on the in-
tensity of the reporter ions. The reporter ions in the tandem 
mass spectrum are in general more intense than the fragment 
ions. The relative amounts of these reporter ions correspond 
to the relative amounts of the peptides present in the four 
samples. In contrast to SILAC and AQUA (described below), 
it is during tandem MS experiments, and not during the first 
stage of mass analysis, that relative quantification of peptides 
takes place. Phosphoproteins can be analyzed in an identical 
manner as well as non-phosphorylated proteins with the 
iTRAQ methodology. The iTRAQ reagent labels phospho-
peptides to the same degree as non-phosphorylated peptides 
and it does not affect the stability of phosphopeptides. En-
richment strategies, such as IMAC [146, 147] or immunopre-
cipitation with anti-phosphotyrosine antibodies [147], have 
been utilized to remove non-phosphorylated peptides to 
focus the analysis on site-specific phosphorylation. Also, 
since iTRAQ is an in vitro labeling procedure it can be ap-
plied to clinical samples such as tumor tissues and fluids (e.g. 

 
Figure 4. Scheme of two quantitative proteomic methods based on isotopic labeling. (A) Protein quantification by SILAC. Stable isotope label-
ing with amino acids in cell culture is an approach for the in vivo incorporation of a tag into proteins for relative quantitation by MS. The 
method relies on the incorporation of amino acids with substituted stable isotopic nuclei (e.g. 2H, 13C, 15N). Two cell populations are grown 
in culture media that are identical except that one of them contains a “light, L” and the other a “heavy, H” form of a particular amino acid (e.g. 
12C and 13C labeled L-lysine, respectively). After a number of cell divisions, each instance of this particular amino acid will be replaced by its 
isotope labeled analog, and the quantitation information is provided in the MS mode by the intensity peaks observed in the spectra. (B) Protein 
quantification scheme of the iTRAQ method. This method is relying on the derivatization of primary amino groups in intact proteins using 
isobaric tag for relative and absolute quantitation. Due to the isobaric mass design of the iTRAQ reagents, differentially labeled proteins do not 
differ in mass; accordingly, their corresponding proteolytic peptides appear as single peaks in MS scans. Because quantitative information is 
provided by isotope-encoded reporter ions that can only be observed in MS/MS spectra. In addition phosphorylation analysis by MS and 
MS/MS can be carried out on iTRAQ labeled peptides to obtain quantitative phosphopeptide information. 
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serum, urine, blood). iTRAQ has been described as a very 
powerful method for the quantification of phosphorylation 
on a proteomic scale. In addition, White and co-workers 
[148] applied iTRAQ combined with MRM for phospho 
quantitative analysis of signaling networks, identifying and 
quantifying 222 tyrosine phosphorylated peptides, getting an 
extremely high percentage of signaling nodes covered (Figure 
4B). 

3.3 AQUA 

The AQUA strategy provides an absolute quantification of 
a protein of interest [149] In the AQUA method, a peptide 
from the protein of interest is constructed synthetically con-
taining stable isotopes, and the isotopically labeled synthetic 
peptide is called AQUA peptide. The synthetic peptides can 
be synthesized with modifications such as phosphorylation to 
allow for the direct, quantitative analysis of post-
translationally modified proteins. The stable isotopes are 
incorporated into the AQUA peptide by using isotopically 
“heavy” amino acids during the synthesis process of the inter-
esting peptide (native peptide). Therefore, the synthetic pep-
tide has a mass increase of e.g. 10 Daltons, due to the 
incorporation of a 13C6 and 15N4-arginine into the synthetic 
peptide, compared to the native peptide. Although the mass 
difference between the native and the synthetic peptide allows 
the mass spectrometer to differentiate between the two forms, 
both forms have the same chemical properties, resulting in 
the same chromatographic retention, ionization efficiency, 
and fragmentation distribution. In AQUA experiments, a 

known amount of the isotopically labeled peptide is added to 
a protein mixture, which is proteolytically digested, and later 
analyzed by MS. Since the native peptide and its synthetic 
counterpart have the same chemical properties, the MS signal 
from the quantified synthetic peptide can be compared to the 
signal of the native peptide. This finally allows for the abso-
lute quantification of the peptide to be determined [150]. 
Multiple AQUA peptides can be used to quantify multiple 
proteins in a single experiment (Figure 5). 

4. Concluding remarks and future perspectives 

Cancer and immune disorders, remain among the leading 
causes of death worldwide. Therefore, the identification of 
useful biomarkers and the improvement of the understanding 
of the development of these diseases is still a need. 

The immune system is easily influenced by the existence of 
cancer in the body, even when it is in a preclinical stage, and 
these studies should be expanded and extended in the future 
to answer the numerous questions concerning (a) the roles of 
immune cells in cancer surveillance (b) the characteristics of 
inflammation associated with cancer development, (c) the 
effects of environment/lifestyle factors on the immune sys-
tem, and (d) the interaction between aging and immunity in 
the occurrence of cancer and other diseases. 

The importance of protein kinase-regulated signal trans-
duction pathways in immunology disorders and cancer has 
led to the development of drugs that inhibit protein kinases at 
the apex or intermediary levels of these pathways. Protein 
phosphorylation assignment studies of these signaling path-

 

Figure 5. Scheme of absolute quantitative proteomic method based on the synthesis of reference peptides with stable isotopes. (C1) The first 
steps of the AQUA method consist of synthesizing peptides of interest with incorporated stable isotopes as ideal internal standards to mimic 
native peptides formed by proteolysis. These synthetic peptides can also be prepared with covalent modifications, like phosphorylation, that 
are chemically identical to naturally occurring posttranslational modifications. (C2) AQUA internal standard peptides are added to the protein 
sample, after proteolysis, and used to precisely and quantitatively measure the absolute levels of proteins and their post-translational modifica-
tions by MS. 
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ways will provide important insights into the operation and 
connectivity of these pathways that will facilitate the identifi-
cation of the best targets for cancer therapies (e.g. the identi-
fication of a phosphate group on a specific serine, threonine 
or tyrosine by phospho enrichments combined with MS). 
Moreover, phosphoproteomic analysis of individual tumors 
will help match targeted cancer drugs to the appropriate 
patients. 

The current phosphoproteomic goals imply the identifica-
tion of phosphoproteins, mapping of phosphorylation sites, 
quantitation of phosphorylation under different conditions, 
and the determination of the stoichiometry of the phosphory-
lation. In addition, knowing when a protein is phosphory-
lated, which kinase/s is-are involved, and how each 
phosphorylation fits into the signaling network, are also im-
portant challenges for researchers in order to understand the 
significance of different biological events. 

The new MS technologies are fundamental for cataloging 
all this information, and it is heading towards collecting accu-
rate data on phosphopeptides on a global scale. Finally, it 
must be pointed out the possible difficulties to get sufficient 
amount of specific phosphorylated proteins of specific low 
abundant protein-kinases in vivo which might limit the usa-
bility of the phosphoproteome analysis. 
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Mitochondria play important roles in cellular physiology and in various pathologies. Over the last decade, great achievements have been made 
in study of the whole mitochondrial proteome, subproteome, mitochondrial complexes and their molecular organization, and mitochondrial 
post-translational modifications in both physiological and pathological conditions. Mitochondrial proteomic technologies will be discussed 
with regard to their applications to the detection of proteins with a net impact on the capacity of the mitochondria to perform various tasks 
during  ageing and in diabetes. 
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Introduction 

Mitochondria are essential organelles, representing, in 
most eukaryotic cells, the primary site for the production of 
ATP via oxidative phosphorylation [1]. Besides the 
production of energy by cellular respiration, mitochondria 
are involved in intermediary metabolism and in anabolic 
processes such as the biosynthesis of amino acids, lipids, 
heme and iron-sulphur clusters, the cellular homeostasis of 
calcium [2], and in triggering apoptosis [3]. 

Subserving all these functions is the unique protein 
composition of mitochondria, with the vast majority of the 
proteins being encoded within the nucleus (synthesized upon 
cytosolic ribosomes and imported to submitochondrial 
destinations) and the remaining  minority being encoded by 
the mitochondrion’s own genome, which actually encodes 
only a few components of the respiratory chain complexes 
(thirteen in humans). Thus, the mitochondrial proteome 
should be viewed as a dynamic program generated by fine 

cross-talk between the two genomes and able to adapt to the 
needs of the tissue or disease state. Alterations in the 
mitochondrial proteome exert influences over mitochondrial 
homeostasis, leading to several pathologies in addition to 
disturbing such natural processes as development and ageing 
[4-6]. Mitochondrial dysfunction plays roles in the 
pathogenesis of a wide range of diseases that involve 
disordered cellular fuel metabolism and survival/death 
pathways, including neurodegenerative diseases, cancer, and 
diabetes. In recent years, it has emerged that the 
mitochondrial proteome differs greatly among tissues, 
depending on their functional requirements. Moreover, it is 
also clear that posttranslational processes modify both the 
localization and the function of mitochondrial proteins in 
tissue- and disease-specific ways.  

For a better understanding of the complex mitochondrial 
functions, various systematic approaches to mitochondrial-
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protein identification and quantification have been made 
within the last decade. Already, proteomic strategies, 
predomonantly structural ones, have increased our 
knowledge of the mitochondrial compartment as well as of 
mitochondrial function.  

Indeed, the proteomes of mitochondria from yeast [7-10], 
mouse [11-13], human cells [14,15], Neurospora crassa [16], 
rat [17-19], and various plants [20] have been systematically 
analyzed.  

Proteomic analysis is being applied to mammalian cells and 
tissues both to gain insights into mitochondrial function and 
to identify disease-associated mitochondrial proteins [21,22]. 
Notably, such proteomic studies have proved capable of an 
almost complete analysis of the metabolic-flux potential of a 
given tissue in a single experiment, thus providing important 
and novel information concerning tissue- and disease- state 
modifications. 

This article will provide an overview (a) of the current state 
of our knowledge about the mammalian mitochondrial 
proteome, with an emphasis on mitochondrial complexes 
and the mitochondrial PTMs that occur in ageing and 
diabetes, as well as (b) of the classical and ongoing 
approaches used to date in mitoproteomics.   

1. Main tools used to analyze mitochondrial proteins: 

classical and ongoing approaches.  

Even though the classical proteomic techniques were not 
initially developed specifically for the study of mitochondria, 
nowadays they, together with a few others, offer great, indeed 
unique, opportunities for the investigation of mitochondrial 
function within the cell. By so doing, they provide allowing to 
obtain structural, comparative/quantitative, and functional 
information.  

Thanks to the early structural proteomic studies, it was 
possible to enumerate the mitochondrial proteins and it is 
now thought that, at least in mammals, there are 
approximately 1000 to 2000 of them. Knowledge of the 
abundance and the identities of these proteins has shed light 
on mitochondrial complexity. However, in view of the 
potential impact that any local mitochondrial dysfunction 
can have, directly or indirectly, on intra/extra mitochondrial 
metabolic pathways, large amounts of new data are still being 
sought concerning the mitoproteomic modulations that 
might occur in response to a given signal, a subject of interest 
both in physiology (i.e., ageing) and pathology (i.e., diabetes, 
neurodegeneration) [23,24]. The research in this field has 
been aided by the development of comparative proteomic 
techniques. These actually share the same principles as those 
used in structural proteomics, with the basic and widely used 
approaches being two-dimensional electrophoresis and 
shotgun proteomics, which differ only in the means used to 
separate and identify proteins [25,26].  

In view of: the numerous functions performed by 
mitochondria, their high level of compartmentalization, and 
the existence of multipolypeptide complexes [i.e., the five 
components of the oxidative phosphorylation system, the 

Transporter Inner Membrane (TIM) and Transporter Outer 
Membrane (TOM) complexes, and the mitochondrial 
permeability transition pore] that actually contain 
hydrophobic proteins in close contact with the membrane 
lipids, peripheral proteins, and  non-protein cofactors, it is 
likely that a deep structural/functional study of the 
mitoproteome requires an appropriate combination of 
different tools to help compensate for the limits imposed on 
the analysis by each individual technique. Moreover, when 
working on sub-cellular compartments, as in the case of 
mitochondria, the purity of the preparation is another critical 
issue. Indeed, in the process of mitochondrial preparation, 
several proteins can be co-isolated (i.e. from endoplasmic 
reticulum or other organelle membranes in close contact with 
mitochondria), likely impairing quantitative and qualitative 
analyses and, thus altering data interpretation. Several 
methods have been applied in efforts to obtain pure 
mitochondria from tissues and cells. These comprise 
differential centrifugation, density gradient centrifugation 
with Percoll™ [27], Nycodenz [28], Metrizamide [29], or 
sucrose [30], free-flow electrophoresis [31], and kit-based 
methods [32]. Mitochondria can also be highly purified by 
immunoisolation (by means of mitochondria-specific 
antibodies), although the costs are high and large amounts of 
sample are lost [33]. The purity of the mitochondrial 
preparation --a fundamental issue above all others when 
performing quantitative analyses of proteins with different 
subcellular localizations-- can be tested by measuring 
marker-enzyme activities and/or by Western blotting for 
specific markers. Thereafter, in general terms, the protein-
separation strategy, critical in determining the utility of the 
proteomic approach, can be based either on gel 
electrophoresis (i.e., two-dimensional electrophoresis, DIGE, 
BN-PAGE) or on gel-free/MS-based techniques (i.e., shotgun 
proteomics). A brief description of these methods, and of 
their advantages and limitations, is given below.  

1.1. Two-dimensional electrophoresis (2-DE).  

2-DE allows separation of proteins first on the basis of 
differences in their net charge [through a technique known as 
isoelectric focusing (IEF); first dimension] and secondly on 
differences in molecular mass [through polyacrylamide gel 
electrophoresis (PAGE); second dimension). 2-DE is the 
classical, and the most popular, technique for the profiling of 
complex protein mixtures obtained from biological samples. 
It provides the highest resolution in soluble protein 
separation, and indeed resolves hundreds or thousands of 
proteins at once. In recent years, the commercial availability 
of preformed immobiline gradients, with various ranges of 
pH and sizes, has made it possible to choose the best range of 
pH for optimal results, depending on the origin and specific 
characteristics of the sample to be analyzed. The advantages 
of - comprise: i) fast resolution of proteins, ii) the relatively 
low cost of the experiments, and iii) the possibility of directly 
evaluating the pI and MW of the protein(s) of interest.  
Unfortunately, there are also several disadvantages. Among 
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these are: i) difficulties in the resolution of proteins with ex-
extreme pI values, ii) loss of very hydrophobic proteins, iii) 
absence of proteins of high and low molecular weights, iv) 
poor resolution of low-abundance proteins, v) large amounts 
of sample handling, and vi) inter-gel variability. When 
specifically studying mitochondrial proteomes, an additional 
disadvantage is that, for a broad range of pH values (3–11 
NL), there a slight asymmetrical distribution of the 
molecules, with those of molecular weights (usually) 
extending from 0.1 to 15 kDa, being preferentially localized 
in the basic parts of the gel. Proteins in 2D-gels can be 
detected by several staining procedures. These can be roughly 
divided into the following categories: (i) organic dyes; (ii) 
silver stains; (iii) negative stains; and (iv) fluorescent stains. 
For Coomassie Blue R250 (CBB), the most popular organic 
dye currently in use, the detection limit and linear dynamic 
range are from 8 to 16 ng and 125-1000 ng, respectively, 
depending on the proteins [34]. Silver staining is also widely 
used, and it is particularly suitable when the amounts of 
proteins are quite small [35]. Its sensitivity is relatively high 
(0.5-8 ng) [36], but its dynamic range is quite narrow (e.g., 8-
60 ng for the alkaline/silver diamine stain) [34]. The latter 
obviously limits the quantitative use of silver staining when 
comparing samples with widely differing amounts of 
proteins.  

Concerning negative stains, the most sensitive method is 
represented by the imidazole-zinc (IZ) stain. This, while 
having several desirable features --such as simplicity, rapidity, 
reversibility, and compatibility with subsequent protein 
analysis [37,38]--  suffers from the drawback of its poor 
contrast, which makes band- or spot- excision difficult [39]. 
Recently, a new negative detection method has been 
described [40]. In this method, Eosin Y is selectively 
precipitated in the gel background, the same precipitate being 
absent from those zones where proteins are located through 
the formation of a stable water-soluble protein-dye complex. 
This staining provides high sensitivity at low cost, and has a 
simple, fast protocol with a detection limit of 0.5 ng of a 
single protein band. Moreover, when compared with IZ stain, 
Eosin Y dye provides a broader linear dynamic range, higher 
sensitivity and reproducibility, and better contrast between 
the protein bands or spots and the background. 

Among the fluorescent stains, the fluorescence-based 
SYPRO Ruby stain (Molecular Probes, USA) [34] has a good 
detection limit (0.5-5 ng) [41] and a much larger dynamic 
range compared to silver staining (1-1000 ng), permitting 
reliable quantification. Recently, Candiano et al. [42] 
proposed a modified Neuhoff’s colloidal Coomassie Blue G-
250 stain, which they dubbed “blue silver” This has high 
sensitivity, approaching that of conventional silver staining, 
with the advantages of Coomassie blue. Moreover, 2-DE 
electrophoresis represents the basic platform for the 
systematic positively identification of posttranslational 
modifications (PTMs) (i.e. carrying phosphate groups or 
groups introduced by oxidative reactions) as well as for the 
analysis of different splice variants. Specifically, the PTMs can 

be detected in gel by means of immunoblotting using 
antibodies against the specific added groups, or by sensitive 
specific probe-targeted approaches (i.e. biotin-NM).  

1.2. DIGE.  

Mainly to avoid inter-gel variability, 2D DIGE has been 
developed as a multiplexing technology to enable 
visualization of multiple protein samples on a single 2D gel 
[43]. Multiplexing is ensured by pre-electrophoretic labeling 
of protein samples with distinct and spectrally resolvable 
fluorescent dyes known as CyDyes (N-hydroxysuccinimide 
derivatives, propyl-Cy3, and methyl-Cy5). Labeling protein 
samples with a CyDye is very sensitive, with a detection limit 
of the order of ~1 ng and a dynamic range of ~105. While 
two independent protein samples are labeled with Cy3 and 
Cy5, a third fluorescent dye (Cy2) can be used to label a 
pooled sample containing equal amounts of the two 
independent samples that are to be compared [44]. This 
pooled internal standard is multiplexed with the Cy3- and 
Cy5-labeled samples within each experimental gel-replicate, 
and is then used for the normalization of all spots across the 
gel-replicates, yielding a minimized inter-gel variation and an 
accurate quantification of the protein-expression differences, 
supported by statistical analysis. Following electrophoretic 
separation of multiplexed labeled samples, proteins are 
visualized by imaging the gel at wavelengths specific for each 
dye allowing the identification of protein spots and 
quantification within each gel-replicate. Including the 
internal standard on each gel used in the experiment, along 
with the individual biological samples, means that the 
abundance of each protein spot on a gel can be measured 
relative (i.e., as a ratio) to its corresponding spot in the 
internal standard present on the same gel. Ettan DIGE is a 
system of technologies that has been optimized to benefit 
fully from the advantages provided by 2D DIGE [45]. 

1.3. Blue native PAGE.  

The investigation of membrane-bound protein complexes 
(i.e., mitochondrial respiratory chain complexes, OXPHOS) 
requires special tools, above all because of the high 
hydrophobicity of the proteins involved. These have poor 
focalization and cannot be efficiently separated by classical 2-
DE, as stated above. Consequently, a technique called Blue 
Native electrophoresis (BN-PAGE) was specifically developed 
[46-48]. It was named BN-PAGE because of the color of the 
crucial compound, Coomassie Blue, which gives a charge to 
the protein complexes without dissociating them, thereby 
allowing their resolution in the native form according to their 
molecular mass. In the years since its development, BN-
PAGE has become a very important tool, particularly in 
mitochondrial research. Moreover, by applying 1st 
dimensional BN-PAGE (under native conditions) to 2nd 
dimensional SDS-PAGE (where electrophoresis is performed 
under denaturing conditions), the individual subunit proteins 
of the complex can be disclosed and individually investigated. 
The method allows analysis of both the concentration and the 
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composition of protein complexes. The detergent dodecyl-b-
D-maltoside, which does not dissociate protein complexes, is 
used to solubilize the membranes, and extraction of the 
protein complexes is aided by the inclusion of the 
zwitterionic salt aminocaprionic acid. Since this has a net 
charge of zero at pH 7, it does not affect electrophoresis. 
Moreover, Cruciat et al. [49] and Schägger and Pfeiffer [50] 
isolated stoichiometrically assembled respiratory chain 
supercomplexes from yeast and mammalian mitochondria 
with high yields. Functionally, the assembly of OXPHOS into 
respirasomes has been suggested to have a number of 
potential advantages versus individual complexes (e.g., 
substrate channeling of quinones and/or cytochrome c, 
sequestration of reactive intermediates such as 
ubisemiquinone, and stabilization of individual complexes by 
supramolecular assembly) [50]. Supercomplexes can be 
obtained by substituting, during the membrane solubilization 
step, dodecyl-b-D-maltoside with the mild detergent 
digitonin [49,50]. Among the disadvantages associated with 
BN-PAGE, it has to be admitted that some proteins (a) 
cannot be separated by this electrophoretic technique because 
they cannot bind Coomassie blue and (b) having a neutral or 
basic pI, they migrate towards the cathodes and will be lost in 
the running buffer. Moreover, Coomassie blue can generate 
micelles in combination with neutral detergents, and these 
may interfere with fluorimetric and catalytic assays [48]. 
Indeed, a new technique called high resolution clear-native 
electrophoresis (hrCN-PAGE) was developed to try to 
overcome some of the disadvantages of BN-PAGE [48,51,52]. 
This approach, with a separation resolution as high as that of 
BN-PAGE, uses non-colored mixed micelles to induce a net 
negative charge on the proteins. This allows the performance 
of fluorimetric and catalytic assays. Actually, a possible 
disadvantage versus BN-PAGE is that hrCN-PAGE favors the 
dissociation of labile proteins from protein complexes. 

1.4. Shotgun proteomics and stable isotopic labeling 
experiments (SILE).  

In the area of mitoproteomics, the issues concerning the 
limitations of the above in the detection and identification of 
membrane (hydrophobic) proteins, as well as of low-
abundance proteins, have also had to be faced during the 
development of large scale, so-called ”shotgun proteomics“, 
specifically with the introduction of multidimensional 
protein-identification technologies [53-55]. Schematically, in 
these procedures a complex peptide mixture is loaded on a 
micro capillary column packed with two stationary phases 
[usually, strong cation exchange (SCX) and reversed-phase 
(RP)] to increase protein-separation power, and this is in-line 
coupled between an HPLC and a tandem mass spectrometry 
system to enable automated protein identification and 
quantification [56,57]. In recent years, to add to the early 
adopted techniques, further approaches in shotgun 
proteomics have been developed, and these are being 
increasingly used [recently reviewed in 57]. This field is also 
being enriched by new, parallel developments in mass 

spectrometry, HPLC systems [i.e., Ultra Performance Liquid 
Chromatography (UPLC) technologies] as well as in peptide 
fragmentation techniques (i.e., ETD) which allow 
implementation in protein identification. Liquid 
chromatography (LC), which in shotgun proteomics usually 
supplants gel electrophoresis, has several advantages, among 
which are the following: it is easily automated (high 
throughput) and offers the possibility of studying low-
abundance and highly hydrophobic proteins, which are 
usually masked or absent in classical 2D gels.  

In quantitative shotgun proteomics the mass spectrometric 
(MS) data provide not only information for protein 
identification, but also for the determination of relative 
amounts, and for characterization in terms of PTM. The steps 
involved in protein identification by MS (viz. ionization of 
the peptides, separation of the obtained ions, and detection of 
ion masses) vary depending on the type of instrument used. 
Actually, various combinations of ion sources and analyzers 
have been developed, and each has its own advantages and 
inconveniences.  

Paralleling the occurrence of multiplexing technology in 2-
DE, quantitative LC-MS-based approaches were developed 
that made use of the  advantages of the differential labeling of 
samples, which allows (provided the peptides to be compared 
are present in the same mass spectrum) quantitative and 
reproducible comparisons to be carried out. The differential 
labeling methods developed so far, also known as stable-
isotope-labeling experiments (SILE), comprise: isotope-coded 
affinity tag (ICAT); isobaric tags for relative and absolute 
quantification (iTRAQ), and metal-coded affinity tags 
(MeCATs) [for technical details, see 58-60]. In 2002, Ong et 
al. [61] developed an additional SILE technique, now called 
Stable Isotopic Labeling by Amino-acids in Culture (SILAC). 
In this, the protein labeling is not carried out after protein 
extraction, but instead is “metabolically” performed during 
the cell culture by in vivo incorporation of either a heavy or 
light amino-acid during the protein translation. In general 
terms, SILEs offer accuracy and reproducibility in 
quantification, but inevitably suffer because of their intrinsic 
limitations (including the limited linear dynamic range, the 
increased time required for and increased complexity of 
sample preparation, and the high cost of the labeling 
reagents). Furthermore, to date, apart from iTRAQ, which 
allows comparison of up to eight samples at one and the same 
time, the other methods can only compare protein changes 
between two or three different samples. 

Further, higher dynamic ranges of quantification 
characterize certain other proteomic approaches, namely 
mass spectrometry-based label-free quantitative techniques. 
These, although the least accurate among the MS-based 
quantification strategies, have proved to be successful in a 
variety of studies, specifically in those on the tissue-specific 
mitochondrial proteome changes that occur in various 
animal models, including normal- and diabetic- mouse 
models [62]. These techniques, regardless of the type of 
comparison --based either on measurement of the mass 
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spectrometric signal intensity of the peptide precursor ions of 
a particular protein, or on the counting of the number of 
fragment spectra identifying peptides of a given protein-- do 
not limit the number of experiments that can be compared, 
and so appear to be particularly advantageous for 
investigations of large and global protein changes between 
experiments.  

Arguably, leaving aside the intrinsic limitations of any 
individual technique, the main generic advantage of 2-DE-
based, as well as of non-gel based, quantitative proteomics 
techniques is that in one way or another, the PTMs of the 
proteins can be detected. In view of the central and dynamic 
role that mitochondria play in cellular signal transduction 
and in redox and nitrosative signaling, data on PTMs (such as 
phosphorylation, oxidation, and nitrosation) appear 
challenging in mitoproteomics, and indeed have novel and 
important information concerning the mitochondrial 
changes that occur during ageing and in diabetes (see below). 

1.5. Mitochondrial protein arrays. 

As happened in genomics, in proteomics, too, a variety of 
protein and peptide arrays have been developed (analytical as 
well as functional protein microarrays). In general terms, 
these technologies make use of protein biochips which allow 
the selection of specific proteins according to some of their 
biochemical properties (e.g., selectivity for the surface 
chemistry of the chip). This has the advantage of significantly 
reducing the complexity of the samples to be analyzed. These 
approaches are now widely used in biomedical studies to 
perform, above all, biomarker analysis, and they have begun 
to be applied in the field of mitoproteomics [63].  Among the 
various arrays, functional protein arrays have the great 
advantage of providing information about biochemical 
activities and PTMs, as well as about protein-protein, DNA-
protein, RNA-protein, and drug-protein interactions. 

1.6. Mitochondrial protein databases. 

 In recent years, the large-scale profiling of mitochondrial 
proteomes from various tissues and cells has led to the 
creation of more and more new databases containing 
mitochondrial proteome data-sets. These include 
Mitoproteome [64], MitoP2 [65,66], and Human 
Mitochondrial Protein Database and MitoMiner [67]. 
MitoP2, in particular, provides a comprehensive list of 
mitochondrial proteins from yeast, mouse, human, 
Arabidopsis thaliana, and Neurospora crassa, providing 
information about the functional annotation of proteins, as 
well as their subcellular locations, and their homologs, along 
with literature references. The recently created MitoMiner 
integrates 33 sets of proteomic data from six species (human, 
rat, mouse, Drosophila melanogaster, Caenorhabditis 
elegans, and Saccharomyces cerevisiae), and thereby 
represents the most complete mitochondrial database to date. 
Importantly, these data-sets have revealed that the number of 
mitochondrial proteins is much greater (> 3000) than the 

early studies estimated to be present in the mammalian 
mitochondrial proteome. This raises the question as to 
whether more mitochondrial proteins, especially membrane 
proteins, may be discovered in subsequent mitochondrial 
proteome research with the development of ad hoc proteomic 
technology.  

A schematic representation of the overall strategies 
employed in mitoproteomics is shown in Figure 1. 

 2. Proteomic analysis pertaining to the study of 

mitochondria in ageing. 

Several mitochondrial processes are implicated in ageing 
and senescence. Besides genetic determinants, increased ROS 
production, accumulation of oxidized proteins, and altered 
control of apoptosis by mitochondria have been shown to be 
important factors in ageing and age-related processes [68]. 
Proteomic studies on mammalian models have been 
performed in order to clarify the molecular basis of the 
functional deterioration that occurs in an ageing tissue [69-
77]. As stated above, the precise information gained by 
proteomic analyses of mitochondria depends on the specific 
technique employed. Up to now, analytical techniques such 

as BN-and hrCN-PAGE combined with 2-DE have allowed 
the establishment of a mitochondrial protein map covering 

 
Figure 1. Main strategies and applications in mitoproteomics. The 
main proteomic approaches employed so far in mitochondrial 
studies (for mitochondrial protein separation, identification, and 
data analysis) are schematized, with emphasis on their mutual 
interrelation. For technical details and notes on both the advantages 
and disadvantages of the individual strategies, see text. 
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both the water-soluble and membrane proteins. In Table 1 
reports a summary of the mitochondrial proteins so far 
identified through different proteomic techniques. 

2.1 Supramolecular organisation of mitochondrial respiratory 
chains.  

The proteomic approaches have also made possible the 
examination of protein redundancy, in terms of protein-
protein interactions as well as PTMs. In the decade before the 
present one, many studies were published pointing to 
evidence that OXPHOS complexes do not reside as individual 
complexes within the inner mitochondrial membrane, but 
instead as large supercomplexes with a stoichiometric 
arrangement of complexes I, III, and IV [47,75,77-83]. Such 
supercomplexes are active, as shown by in-gel activity 
measurements within BN gels [50,84]. In mitochondria from 
all the tissues investigated in two studies [85,86], higher ATP 
synthase oligomers were separated for the first time, all of 
them functionally active, as displayed by in-gel ATP 
hydrolase activity [85]. 

To gain deeper insights both into ageing mechanisms and 
into the resulting mitoproteomic alterations, mitochondria 
have been studied by the BN-PAGE approach to obtain 
information concerning protein abundance and the 
supramolecular organization of OXPHOS complexes. 
Dencher et al. [74] reported age-modulated differences in the 
abundance of various proteins (see Table 1) and, age-related 
alterations in the oligomerization of MFoF1-ATP synthase. 

The use of a combination of BN-PAGE and catalytic 
staining allowed detection of reduced activity in all the 

complexes in ageing muscle [77]. The observed reductions in 
the activities of respiratory complexes I, III, and V were 
reflections of the lower protein levels, but in contrast the 
reduction in complex II activity was associated with an 
increase in the amount of the same complex.  

2.2 Supramolecular architecture of OXPHOS complexes. 

To elucidate whether the ageing process also alters the 
functional/structural organization of the respiratory chain, in 
terms of the assembly of supercomplexes, mitochondria have 
been extracted using the mild detergent digitonin, since this 
largely retains inner mitochondrial membrane 
supercomplexes [50]. The major supercomplex bands in aged 
mitochondria were those representing the larger 
supercomplexes (I1 III2 IV1-4), and the majority of complex 
I was assembled within supercomplexes [77]. This significant 
increase in the supramolecular assembly of respiratory chain 
complexes into respirasomes might be a compensatory 
mechanism that, in ageing muscle, is functionally directed 
towards substrate-channeling and catalytic enhancement 
advantaging. Indeed, mitochondrial oxidative 
phosphorylation is more efficient in aged than in young 
skeletal muscle, since in old rats there is an increased 
respiratory control ratio (attributed principally to a reduction 
in the reactions able to dissipate the proton motive force not 
associated with ATP synthesis)  [77]. This could be 
interpreted as a compensation for the reduced level and 
activity of FoF1-ATP synthase (see Figure. 2). Frenzel et al. 
[87] detected a profound decrease in the proportion of the 
supercomplexes of the respiratory chain complexes I, III2, 

 

Table 1. Summary of the models used and of the major findings obtained by applying proteomic technologies to the study of mitochondria in 
ageing  

Protein identified Species, tissues Analytical method References 

NADH dehydrogenase,  cytochrome C oxidase, serum albumin precursor, casein 

alpha-S1, desmin, voltage-dependent anion channel 2, and adenylate kinase 2 
Bovine heart 2-DE 71 

 3-oxoacid CoA transferase 1, ATP synthase, F1 complex α, and  creatine kinase 2 mouse heart 2-DE and LC/MS   72 

3-hydroxy-3-methylglutaryl-CoA synthase, acyl-CoA oxidase, enoyl-CoA hydratase, 

glutamine synthetase, and ornithine aminotransferase 

senescence-

accelerated 

mouse liver 

2-DE and ICAT 76 

NADH dehydrogenase,  mitofilin, peroxiredoxin isoform III, ATPsynthase, 

succinate dehydrogenase, mitochondrial fission protein Fis1, succinate-coenzyme A 

ligase, acyl-coenzyme A dehydrogenase, porin isoform VDAC2, ubiquinol-

cytochrome c reductase core I protein, and prohibitin 

Rat skeletal 

muscle 
DIGE 73 

Na,K-ATP ase, HSP60, V-type ATPase, mitochondrial aconitase-2, MFoF1-ATP 

synthase, and complex I-IV of OXPHOS 
Rat brain BN-PAGE 74 

complex I –V of OXPHOS 
Rat skeletal 

muscle 
BN-PAGE 77 
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and IV, as well as of the MFoF1 ATP synthase, in aged rat 
cerebral cortex. Complex I was observed solely in 
supercomplexes and was much lower in quantity in aged 
cortex mitochondria. An age-associated decline was observed 
especially in supercomplexes I1 III2, I1 III2 IV1 and I1 III2 
IV2, as well as in ATP synthase, together with a pronounced 
increase in unbound F1 [87]. Semi-quantitative in-gel activity 
analysis revealed no age-dependent decline in the specific 
activities of the supercomplexes, favoring a compensatory 
mechanism for the overall decline in the abundance of 
respiratory supercomplexes with ageing. Contrary to the 
findings of Lombardi et al. [77] and Frenzel et al. [87], Gomez 
et al. [83] --using BN-PAGE separation of membrane 
proteins and LC-MS/MS analysis-- found that cardiac 
mitochondria display a significant age-related decline in the 
assemblies of supercomplexes, especially those of the highest 
molecular weight. These conflicting results could be due to 
the different model used (viz. Wistar vs. Fisher rats) or to the 
different methodological approaches. 

2.3 Posttranslational protein modifications.  

The nuclear transcriptional regulation of mitochondrial 

activity, which provides the required level of protein to 
accomplish a given function, is just one side of the diamond 
in the identification of all the mitochondrial proteins. Indeed, 
the dynamics of the mitochondrial proteome are manifest at 
multiple levels, including such PTMs as reversible 
phosphorylation (4-6) carbonylation, and nitrosilation. 
Carbonylation can be considered to be an oxidative 
modification that may render a protein more prone to 
degradation. Feng et al. [88] identified rat mitochondrial 
proteins that exhibited muscle type (slow- vs. fast-twitch)-
dependent and age-dependent susceptibilities to 
carbonylation. Carbonylated mitochondrial proteins were 
more abundant in fast-twitch than in slow-twitch muscle. 
Twenty-two proteins showed significant changes in 
carbonylation state with age, the majority of these exhibiting 
increases in their amount of carbonylation. Ingenuity 
pathway analysis (IPA) revealed that these proteins belong to 
various functional classes and pathways, including cellular 
function and maintenance, fatty acid metabolism, and the 
citrate cycle. That study provided a unique catalogue of 
protein targets warranting further investigation because of 
their potential role in the muscle decline that occurs with age. 

 
Figure 2. Respiratory chain individual complexes (A) and their supramolecular organization in some of the main respiratory chain 
supercomplexes identified so far (B and C): effects of ageing in skeletal muscle and brain [according to (77, 87)]. (A) Schematic representation of 
mitochondrial respiratory activity. The respiratory chain (OXPHOS system) transfers electrons from reduced coenzymes (NADH and 
FADH2) to O2, and by pumping out H+ from the matrix into the intermembrane space, generates an electrochemical gradient, ΔμH+. This 
gradient provides the driving force for ATP synthesis by FoF1-ATPase (Complex V). H+ can also enter the matrix by mechanisms not 
coupled to ATP synthesis (generically represented as the inner membrane proton-leak). Abbreviations: I (Complex I, NADH:ubiquinone 
oxidoreductase), III (Complex III, ubiquinol:cytochrome c oxidoreductase), IV (complex IV, cytochrome c oxidase, COX), V (Complex V, 
FoF1-ATP synthase), c (cytochrome c), Q (coenzyme Q). (B and C) BN-PAGE and single particle electron microscopy has furnished evidence 
of specific interactions among individual protein complexes of the OXPHOS system that result in the formation of defined supramolecular 
structures. Various models have been suggested for these OXPHOS supercomplexes have been suggested (for review, see 78 and 108). 
Depending on the identity and number of the individual complexes involved, such supercomplexes may be lighter or heavier. In two different 
studies (77, 87), it has been demonstrated that in both skeletal muscle and brain  mitochondria, the ageing process is associated with a shift 
towards an enrichment with heavier supercomplexes containing complex IV. This, together with a reduction in the proton-leak (at least in 
muscle), should represent an adaptative mechanism functionally directed towards substrate channeling and catalytic enhancement 
advantaging. For simplicity, dimers and supercomplexes of complex V are not represented. 
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Carbonylation is irreversible, however, so this modification 
may be of special importance in directing the affected protein 
along the path toward degradation. 

3. Proteomic analysis pertaining to the study of 

mitochondria in diabetes.  

Mitochondria, by virtue of their numbers or functional 
properties, or both, are critically involved in the 
pathophysiology of diabetes [89]. Comparative mitochondrial 
proteomics have been used to highlight the role played by 
mitochondria in diabetes, as well as to identify potential 
therapeutic markers.  

Following light and heavy acrylamide labeling, 2-DE, and 
MS, Turko et al. [90] found that heart mitochondria from 
streptozotocin-induced diabetic rats displayed no alterations 
in the expressions of proteins from the tricarboxylic acid 
cycle, although an upregulation of fatty acid-oxidation 
proteins was detected. Other changes included down-
regulations of the protein levels of creatine kinase, voltage-
dependent anion channel 1, HSP60, Grp 75, and the 
mitochondrial-associated level of albumin but an 
upregulation of catalase [90]. The mitochondrial proteome 
has been investigated across four tissues (kidney, brain, liver 
and heart) from wild-type (WT) and type 1 diabetic Akita 
mice by means of label-free proteome expression analysis 
[62]. In diabetic versus WT mice, the fatty acid-oxidation 
proteins were less abundant in liver mitochondria, but more 
abundant in mitochondria from the other three tissues. In 
diabetes, tricarboxylic acid (TCA) cycle proteins were 
repressed in cardiac mitochondria, but kidney mitochondria 
showed a coordinated induction of TCA-cycle enzymes. Only 
liver mitochondria showed increased levels of OXPHOS 
subunits in diabetes. Mitochondrial respiration, ATP 
synthesis, and morphology were decreased only in cardiac 
mitochondria in diabetes, and these changes were 
accompanied by coordinated repression of OXPHOS and 
peroxisome proliferator–activated receptor (PPAR)-γ 
coactivator (PGC)-1α transcripts. These results support the 
idea that type 1 diabetes causes tissue-specific remodeling of 
the mitochondrial proteome, with a central role for 
mitochondrial dysfunction in diabetic cardiomyopathy [62]. 
Munusamy et al. [91] analyzed mitochondrial complexes by 
BN-PAGE, and assayed their activities in kidneys from 
streptozotocin-treated (diabetic) rats.  They reported a 
reduction in Complex III, as well as a failure of this complex 
to assemble correctly, thus contributing to the mitochondrial 
oxidant production occurring in the early stages of diabetes. 

Recent research findings have supported the notion that 
impaired mitochondrial function leads to insulin insensitivity 
in myocytes and adipocytes as a result either of an insufficient 
supply of energy or of defects in the insulin signaling pathway 
[92]. A comprehensive analysis of the mitochondrial  
proteome in the livers of type 2 diabetic rats has recently been 
performed by Deng et al. [93], who identified 1091 
mitochondrial proteins, 228 phosphoproteins, and 355 
hydroxyproteins. Their semiquantitative analysis revealed 

upregulation of proteins involved in beta oxidation, the TCA 
cycle, OXPHOS, and other bioenergetic processes, but down-
regulation of proteins involved in apoptosis and oxidative 
stress [93]. Activation of oxidative phosphorylation was 
related to the overproduction of ROS, which caused oxidative 
stress, as also evidenced by the presence of heavily 
hydroxylated mitochondrial proteins [93]. 

Besides changes in mitochondrial protein expression, 
mitochondrial protein modifications play important roles in 
the pathology of type 2 diabetes. Protein tyrosine nitration is 
a common PTM occurring under conditions of oxidative 
stress in a number of diseases, including diabetes [94-97]. 
Protein tyrosine nitration alters the structure and function of 
proteins, and may prevent tyrosine phosphorylation 
[94,95,98]. 

Heart mitochondria from diabetic mice are prone to 
tyrosine nitration of proteins involved in major 
mitochondrial functions, such as energy production 
(succinyl-CoA: 3-oxoacid CoA transferase, and creatine 
kinase), antioxidant defense (peroxiredoxin 3), and apoptosis 
(voltage-dependent anion channel-1) [90]. Those findings 
support the general conclusion that nitration of 
mitochondrial proteins may result in dysfunctional 
mitochondria in diabetes.  Kartha et al. [99] detected an 
increased mitochondrial protein tyrosine nitration in kidneys 
from high calorie- and fat diet-induced diabetic mice. 
Reversible phosphorylation is emerging as a central 
mechanism in the regulation of mitochondrial functions 
[100,101], and the mitochondrial phosphoproteome has been 
characterized in a series of studies on yeast, mouse and rat 
livers, porcine heart, and various plants [93,102-105]. To 
date, the largest data-set, published by Deng et al. [93], 
identified 228 different phosphoproteins and 447 
phosphorylation sites in rat liver mitochondria.  Hojlund et 
al. [106], who examined human skeletal muscle biopsies, 
identified eight potential protein markers for type 2 diabetes 
in the fasting state. The observed changes in protein 
expressions indicate increased cellular stress, as well as 
perturbations in ATP synthesis and mitochondrial 
metabolism, in the skeletal muscle of patients with type 2 
diabetes. In particular, Hojlund et al. demonstrated that the 
catalytic β-subunit of ATP synthase is phosphorylated in 
vivo, and that the down-regulated level of the ATP synthase β 
-subunit phosphoisoform in diabetic muscle correlated 
inversely with the fasting plasma glucose level. Finally, Cui et 
al. [107] applied shotgun proteomics to the profiling of 
mitochondrial proteins, and identified potential 
phosphorylation sites in rat pancreatic insulinoma-1 (INS-1) 
beta cells.  More than 800 mitochondrial proteins and 84 
mitochondrial phosphoproteins were identified in that study. 

4. Conclusions and future perspectives.  

Mitochondrial proteomic research is expanding and will 
continue to expand to give further insights into the molecular 
mechanisms involved in both mitochondrial physiology and 
mitochondria-associated diseases. Proteomic approaches and 
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technologies developed over the last decade have provided 
novel insights into mitochondrial functions and have 
increased our knowledge of the relationship between 
mitochondrial dysfunction and the onset of disease. No single 
technique can be used for all studies of mitochondrial 
proteins. BN-PAGE has proved successful not only for the 
dissection of the inner membrane OXPHOS system, but also 
for the identification of the components of the outer 
membrane, such as those involved in protein import. 
Identification of PTMs, such as phosphorylation, acetylation, 
and nitration of mitochondrial membrane proteins, has been 
greatly improved by the use of affinity techniques. However, 
many challenges remain, largely due to the dynamic 
properties of these organelles. The striking differences in 
their composition within a given tissue and their rapid 
dynamics when metabolic challenges have to be faced, make 
mitochondria a fascinating subject for proteome-based 
studies in the future. An important approach could be the 
integration of more technologies in the fields of 
transcriptomics, proteomics, biochemistry, and 
bioinformatics, which should provide useful information 
concerning tissue/cell-specific mitochondrial functions. 
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The lack of cultivation of a significant fraction of bacteria found in the oral cavity means that culture-independent approaches are needed for 
the study of the salivary bacterial community composition and diversity. Saliva is easily obtained and could provide an alternative to blood in 
diagnostics, forensics, epidemiology and population studies. Our goal in this review is to put together the findings from the handful of recent 
studies of human salivary bacteria derived from culture-independent high-throughput sequencing of the 16S rRNA gene and look for emerging 
trends in the resulting larger dataset. Differences in phyla and genera abundances between studies of the salivary microbiome may be due to 
individual (genetic and lifestyle) variations, geographic variations and biases introduced during the experimental steps. Nevertheless, seven 
major phyla found in all relevant studies may be arbitrarily assigned into three major categories according to their abundance: (i) Firmicutes, 
Proteobacteria, Bacteroidetes and Actinobacteria were very abundant; (ii) TM7 and Fusobacteria were moderately abundant and (iii) Spiro-
chaetes had the lowest abundance. The frequency of genera varied among the studies but many had a relatively consistent presence. Genera 
found in all of the four reported salivary microbiomes were generally present at a high frequency and contributed to 71-80% of all sequences 
in the corresponding datasets. Conversely, genera identified in only one available salivary microbiome generally showed a low abundance. 
Improvements in high-throughput sequencing technology will enable random metagenome fragment sequencing to become a powerful tool to 
study bacterial, archaeal, fungal, phage and human viral components of the salivary microbiome in parallel. 

Keywords: Metagenomics; Microbiome; Microbiota; High-throughput Sequencing; Oral Bacteria; Saliva. 

Human microbiota 

The microorganisms harbored by the human body are or-
ganized in complex communities, called microbiota. They 
outnumber human cells by an order of magnitude [1] and 
their non-redundant gene set is on average more than 25 
times larger than the host’s gene complement [2]. Bacterial 
populations are not evenly distributed across the human 
body; they differ in density (Fig. 1), in taxa composition and 
abundance as well as in stability. It has been shown that mi-
crobiota variation between different habitats of the same sub-
ject is greater than interpersonal variation for the same 
habitat, whereas the smallest variation was observed within a 
given habitat over time [3]. 

The vast majority of bacteria colonizing the human body 
inhabit the distal part of the gastro-intestinal tract. Analyses 
of the intestinal microbiota revealed the existence of an indi-

vidual core, representing the stable colonizers in a single sub-
ject, and also suggested that humans share some microbial 
species, the so-called universal core [4]. While the existence 
of a universal core was confirmed by analyzing a small num-
ber of individuals, recent studies of the intestinal microbiota 
including more than 100 subjects revealed that no single spe-
cies-level 16S rDNA phylotype was found to be shared by all 
individuals [5, 6]. Therefore, it was suggested that the concept 
of a functional core microbiome defined at the level of shared 
genes, rather than shared species, would be more appropriate 
[6]. Yet, the issue remains a matter of the sequencing depth 
and definition. A deeper sample coverage and inclusion in 
the analysis of very rare phylotypes rather than only those oc-
curring above a defined threshold is expected to increase the 
number of shared phylotypes. Indeed, deep sequencing of 
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metagenomic libraries from human fecal samples revealed 18 
species shared by all of the 124 investigated subjects [2]. 

Alteration of the human microbiotas is associated with dif-
ferent pathologies [2, 7-10], although formal evidence that 
microbiota changes are actually causing such health disorders 
is lacking. New tools for studying human microbiota are 
bringing us closer to this kind of evidence. For example, the 
presence of particular gut microbiota has been shown to pre-
vent intestinal inflammatory disease [11, 12], while other spe-
cific gut microbiota appear to trigger multiple sclerosis [13]. 
Bioremediation of microbial imbalances arises as an attractive 
therapeutic approach [14] and in some cases is already hap-
pening. For example, a severe Clostridium difficile gut infec-
tion which did not respond to several anti-microbial 
approaches was resolved with a healthy faucal transplant 
from the patient’s spouse [15]. 

 

Figure 1. Bacterial loads in different biotic and abiotic habitats. Data 
were compiled from several sources in which different approaches, 
mainly culture-based, have been used to estimate bacterial counts 
[1, 16-20]. Bacterial counts on the y-axis are expressed per gram 
(soil, gastrointestinal and vaginal samples), per cm3 (saliva, dental 
plaque, waters, ocean sediment samples) or per cm2 (inner elbow 
skin samples). 

Oral microbiota 

Bacterial communities in the mouth have a significant im-
pact on general health by either preventing or causing infec-
tions. Poor oral hygiene affects not only the health of the oral 
cavity but also the overall health of an individual by increas-
ing risk of bacterial endocarditis and of respiratory infections 
[21-23]. Some oral pathologies may have a polymicrobial eti-

ology and different types of infections appear to be associated 
with various mixed bacterial consortia [24]. A hypothetical 
causative relationship between oral microbiota profiles and 
oral diseases has been established [8]. Nine bacterial species 
were detected significantly less often in subgingival plaque 
samples from subjects with periodontitis compared to healthy 
control individuals [8]. Subjects with different forms of peri-
odontitis can be distinguished by the frequency of 9 putative 
periodontal pathogenic and 15 additional species [8]. Dental 
caries in children are associated with a significant shift in the 
relative abundance of six genera in supragingival dental 
plaques [25]. 

The mouth is an entry site for passage of bacteria into the 
digestive tract, the respiratory tract, and the bloodstream. 
Since microorganisms in the mouth can translocate and col-
onize other parts of the body, the oral microbiota is im-
portant in the development of distant infections [26]. For 
example, Streptococcus mitis strain SF100 from the oral cavity 
is able to bind to human platelets with the help of 
phage-encoded proteins [27]. The results of a metagenomic 
survey of bacterial communities after the transplant of tongue 
bacteria to the skin suggested that different parts of the body 
vary in their susceptibility to colonization by oral bacteria [3]. 

Because of a high density and species richness, the oral cav-
ity, including dental plaque and saliva, offers conditions that 
may favor genetic exchanges [28]. It has also been speculated 
that antibiotic-resistant oral bacteria could serve as a reser-
voir for the horizontal transfer of the resistance genes to oth-
er non-oral organisms that transit the oral cavity [28]. The 
naturally transformable bacterium S. pneumoniae, the major 
respiratory tract pathogen, may develop resistance to beta-
lactam antibiotics through alterations of penicillin-binding 
proteins that result from genetic exchanges with commensal 
oral viridans streptococci [29]. 

More than 700 bacterial species have been identified in the 
human mouth and 35% of them are not yet cultivated [30]. 
The need to study complex oral microbiotas without cultur-
ing the bacteria prompted several research laboratories to use 
high-throughput sequencing of partial 16S rDNA genes am-
plified directly from oral bacterial communities. This ap-
proach currently provides the best compromise between 
sequence coverage, analytical speed and experimental costs. 

Recent studies of oral microbiota using high-throughput 
sequencing of 16S rDNA amplicons estimate that the number 
of species-level phylotypes is between 540 and about 10,000 
[31-33]. However, these figures were obtained using different 
sequencing coverage, sampling different anatomical sites and 
analyzing samples pooled from different numbers of individ-
uals.  

A study of the oral microbiota from three individuals, 
which included a mixture of samples from teeth, cheek, hard 
palate, tongue and saliva, supported the concept of a univer-
sal core [33]. Comparison of these oral microbiomes showed 
that 26.3% of distinct sequences (100%-ID phylotypes) and 
47.3% of species level-phylotypes (97%-ID phylotypes) which 
were shared contributed to 66% and 93% of all sequence 
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reads of the pooled dataset, respectively. The phylotype over-
lap between these three oral microbiomes was significantly 
higher in comparison to the values reported for other body 
sites [5, 34], which was explained by relatively stable condi-
tions in the human mouth [33]. In line with this observation, 
a survey of microbiota variation over space and time showed 
that the oral microbiota are less variable than those at other 
investigated body sites [3].  

Co-occurrence analysis of bacterial taxa in data from ten 
individual subjects revealed genus pairs unlikely to appear 
together in the oral cavity [35]. By comparing the occurrence 
of phylotypes defined at 99% identity, evidence of possible 
competitive interactions between species (and/or strains) was 
found only within the phylum Firmicutes [35]. 

Salivary microbiota 

Saliva contains between 107 to 109 bacteria per mL (Fig. 1), 
with an average value of 1.4 x 108 bacteria/mL and a higher 
abundance of anaerobes [18]. Since the average daily flow of 
saliva is between 1 and 1.5 L [36] around 1011 salivary bacteria 
may be swallowed daily. The number of bacteria attached to 
exfoliated oral mucosal epithelial cells was estimated to be 
about 2.6 times as many as those free in saliva [37]. In spite of 
high loads which approach those of the distal gut (Fig. 1), 
bacteria on the teeth and in the periodontal pockets make a 
small contribution to the salivary bacterial counts [38]. When 
40 bacterial species were sampled on 8 oral soft tissue surfac-
es and studied using a DNA-DNA hybridization technique 
[39], salivary microbiota was found to be most similar, pro-
portionately, to that of the dorsal and lateral surfaces of the 
tongue. This was confirmed by a pyrosequencing approach 
where the microbiota of saliva was more similar to mucosal 
than dental microbiotas [33]. 

Culture independent studies of the salivary microbiome 

Several recent studies (Table 1) based on high-throughput 
sequencing of the preferred phylogenetic marker, the 16S 
rRNA gene, focused on the salivary component of the oral 
bacterial communities [31-33, 40, 41]. 

The existence of the universal core was specifically ad-
dressed in the study of the salivary microbiome from 5 indi-
viduals, each sampled at 3 time-points [41]. As expected, the 
size of the universal core was inversely correlated with the 
number of subjects sampled and the number of time points 
from the same individual (Fig. 2). When the three time-point 
samples of all individuals were taken into account, the uni-
versal core was represented by 0.3% of distinct 16S rDNA se-
quences and 1.9% of phylotypes defined at a 97%-ID cut-off, 
which corresponds to 23.3% and 37.6% of the full dataset, re-
spectively [41]. These figures are below values reported in the 
study of three oral microbiomes at a single time-point [33], 
which had a higher sequence coverage but, besides saliva, in-
cluded swabs from several oral surfaces. 

The salivary microbial community appears to be relatively 
stable within individuals over time [41]. A large fraction of 

the salivary microbiome 16S sequences corresponds to the 
individual core. In the study which included five individuals, 
on average 89.0±6.1% and 77.9±7.5% of 16S rDNA sequences 
contributed to the individual core depending on whether the 
phylotypes were defined at 97 or 100% identity [41]. In the 
same study, time-point samples were grouped by subject us-
ing UniFrac [44]. The UniFrac metric clusters samples in 
terms of the phylogeny of their communities, where larger 
values are assigned to changes in more distant taxa. Within 
the same subject, samples taken at closer time intervals were 
not necessarily more similar than those from more distant 
time points, pointing to the fluctuation of some bacterial taxa 
between the time points. Additional analysis methods which 
do not give more weight to differences between more distant 
taxa may also be helpful in comparisons of communities, 
such as ANOSIM [45].  

Salivary taxa abundances 

We compared the abundance of phyla and genera in sali-
vary microbiomes reported in different studies (Table 1). 
Comparisons were made using a pooled dataset for each 
study, because either samples from different individuals were 
not specifically labeled [31], or because the number of se-
quences from each individual was relatively low [40]. 

Differences in taxa abundance between studies may be due 
to individual (genetic and lifestyle) variations, geographic 
variations and biases introduced during the lysis procedure 
and PCR amplification. The 16S rRNA gene fragments were 
obtained by PCR amplification using primer pairs that dif-
fered between studies. Nevertheless, seven major phyla found 
in all studies may be arbitrarily assigned into three major cat-
egories according to their abundance (Table 1): (i) Firmicu-
tes, Proteobacteria, Bacteroidetes and Actinobacteria were 
very abundant (>6%); TM7 and Fusobacteria were moderate-
ly abundant (0.5-3.7%), and (iii) Spirochaetes had the lowest 
abundance (0.022-0.34%). In addition, very low abundance 
phyla were detected in some studies. For instance, many “cy-
anobacterial” sequences found at very low frequency may 
correspond to plant chloroplasts. They are likely transient 
colonizers linked to food intake or exposure to airborne pol-
len [3]. Members of 11 other very low-abundance phyla 
(<0.06%) were identified sporadically. The average abun-
dances for the top 7 phyla of the four pooled salivary micro-
biomes [31, 33, 40, 41] were ranked in the same order as 
those found in a mixture of saliva and dental plaque speci-
mens from 10 individuals [35]. Of all bacterial phyla previ-
ously found in the oral cavity [35, 46], only Chlamydiae and 
OD2 were not identified in the four salivary microbiomes in-
vestigated by high-throughput sequencing of the 16S rRNA 
gene. The possible reasons for this are low prevalence and/or 
low counts of members of these two phyla in saliva as well as 
biases introduced during PCR amplification. 

Although the frequency of genera varied among the studies, 
many had a relatively consistent presence (Fig. 3A). Genera 
found in all of the four reported salivary microbiomes were 
generally present at a high frequency and contributed to 71-
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80% of all sequences in the corresponding datasets. As ex-
pected, genera identified in only one salivary microbiome 
generally showed a low abundance. When the average and 
median frequency were calculated for all of the genera shared 
by the given number of microbiomes (1 to 4), a positive cor-
relation was found (Fig. 3B). 

Genus Atopobium showed the highest variation in abun-
dance across the studies. While the fourth most abundant ge-
nus in one [41], its members were not identified in another 
study [31]. Inspection of the microbiomes of the five individ-
uals in our previous study [41] revealed significant interper-
sonal variation: the average frequencies of Atopobium based 

on three time-points ranged from 0.23±0.21 to 14.2±3.6. Sim-
ilarly, genera Enterobacter and Serratia showed a significant 
interindividual variation but also a geographic patterning 
[40]. Both genera had a relative abundance of >4% in the sali-
vary microbiome study reported by Nasidze et al. [40]. How-
ever, in three other pooled microbiome datasets, they were 
either absent (Serratia) or found only once (Enterobacter) at 
more than a 100-fold lower frequency. The observed differ-
ences in Serratia and Enterobacter frequency across studies 
may be due to yet-unidentified cultural and/or environmental 
factors [40]. 

Studies of the salivary microbiome based on culture-

Table 1. Comparison of phyla abundance in salivary microbiomes 

Reference [41] [33] [31] [40] 

Number of subjects  5  3  71  120  

Remark  3 time-points each    10 locations  

16S rDNA region ampli-
fied/sequenced  

V1-3/V3 V5-6  V6  V4-5  

Lysis procedure  
Proteinase K/ Tween-
20  

0.1 mm zirconium 
beads/phenol  

0.1 mm zirconium-
slilica beads/phenol  

Proteinase K/SDS  

Sequences analyzed  31,169  18,1821  73,485  14,115  

Sequencing platform  GS FLX  GS FLX  GS20  Sanger  

Taxonomy analysis  RDP Classifier2 GAST/RDP  GAST/RDP  SeqMatch/RDP  

Firmicutes  53.7  47.6  40.7  37.7  

Proteobacteria  20.5  16.4  21  28.6  

Actinobacteria  10.4  22.9  6.3  7.0  

Bacteroidetes  9.7  10.4  27.2  20.4  

TM7  3.4 1.4  1.9  0.51  

Fusobacteria  1.69 1.1  2.9  3.7  

Spirochaetes  0.28 0.022  0.2  0.34  

Bacteria  0.109 0.1 0.2  0.4  

Cyanobacteria  0.064 0.049  0.02   

SR1 0.045  0.014  

Tenericutes 0.016   0.06 

Synergistes    0.04 

Acidobacteria   0.049  

Planctomycetes   0.018  

Nitrospira   0.0039  

Chloroflexi   0.0039  

Deinococcus-Thermus   0.0023  

Thermotogae   0.0016  

OP11   0.0016  

OD1   0.0016  
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independent high-throughput sequencing of partial 16S 
rDNA amplicons revealed genera and even higher-level taxa 
up to the phylum level that were not previously found in the 
human mouth and were not listed in the Human Oral Micro-
biome Database [46]. For instance, members of the class 
Sphingobacteria were found in saliva and/or on oral surfaces 
of some subjects [33, 41]. The 16S rDNA sequences corre-
sponding to Sphingobacteria were found at a relatively low 
abundance (<0.11%), except in one saliva sample [41] where 
they represented 3.7% of all reads. Interestingly, in other sali-
va samples taken from the same subject at different time 
points within a one-month interval, Sphingobacteria were 
weakly present. This example provides evidence of fluctua-
tions in oral bacterial taxa resulting in a very high relative 
abundance of otherwise apparently rare bacteria. Although 
the impact of very rare bacteria on the physiology of a bacte-
rial community and their interaction with the host organism 
are not expected to be significant, these rare organisms may 
potentially become very abundant [41] and therefore should 
not be neglected a priori. Rare bacteria may also be useful as 
markers that are unique to individuals, as evidenced by im-
provements in separation of bacterial populations from indi-
viduals using a 100% sequence identity cut-off, as opposed to 
the standard 97% or lower cut-offs [41].  

While the fraction of 16S rDNA sequences that could not 
be confidently placed at the phylum level is relatively small in 
available salivary microbiomes (Table 1), the sequences that 
could not be assigned at the genus level are significantly more 
abundant. They represent between 9.6% and 12.5% of the to-
tal number of sequences in relevant microbiome datasets [31, 
33, 41]. The unassigned sequences may correspond to un-
characterized bacterial lineages confined or not to the oral 
niche.  

Concluding remarks and outlook 

After decades of culture-based investigation, culture-
independent molecular techniques provide a new way to 
characterize salivary microbial communities. So far, these 
new approaches have been mainly focused on healthy adults. 
It will greatly benefit the field to conduct long-term surveys 
of a larger number of subjects in order to provide insight into 
the impact of different factors such as age, gender, smoking, 
dietary habits, oral hygiene, geographic location, use of anti-
microbial compounds, immune status, underlying illness and 
human genetic composition on the salivary microbiota pro-
file. Because of its relative stability, salivary microbiota may 
be potentially applied as an alternative or complementary ap-
proach in forensics for person identification, as recently pro-
posed for skin bacterial communities [3].  

Figure 2. Decrease in the number of species-level phylotypes shared as 
a function of the number of samples compared. The bar with a stick 
figure above corresponds to the first time point of an individual; it is 
followed (to the right) by bars corresponding to the second and 
third time point of the same individual. The figure is based on data 
from our previous study [41]. 
 

 

Figure 3A. Relative abundance of bacterial genera across four 
(pooled) microbiomes. Rows 1 to 161 correspond to genera listed in 
Supplementary Table 1 which also contains other relevant details. 
Genera are ranked first by the decreasing number of studies in 
which they were identified, then by the average frequency. The 
abundance is indicated according to the color scale at the right. 
Columns correspond to different studies as follows: 1, [31]; 2, [33]; 
3, [40]; 4, [41].  
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The salivary microbiome is a promising clinical diagnostic 
indicator of oral cancer, periodontitis [8-10] and possibly 
other diseases. The presence of specific pathogens and/or of a 
disturbed oral bacterial community might indicate the disease 
before symptoms are evident and may have clinical applica-
tions. Taxa which were proposed to be associated with perio-
dontal disease before the use of high-throughput sequencing 
[8] are now found in healthy mouths of some individuals but 
often with lower abundance [35]. 

In addition, the human salivary microbiome may provide 
insights into human population structures and migrations 
[40], and studies with greater sequencing depth are an im-
portant background to establish what is healthy for different 
populations. Saliva is trivial to obtain, and can replace blood 
in some epidemiological studies and in diagnostics. A simple, 
scalable, non-invasive and cost-effective collection of saliva 
samples is expected to considerably increase the response rate 
in epidemiologic studies [47]. 

The fact that new taxa have been identified in each new 
study of the salivary microbiome and that the same genera 
have not been uniformly considered as universal core mem-
bers across different studies, show that the our knowledge of 
the salivary microbiota is still developing. Therefore, larger-
scale high-throughput approaches involving many time-
points are required to better define the individual and univer-

sal core. Such studies, including relevant metadata records, 
may also allow us to understand if there are certain commu-
nity structures that are more common than others and 
whether the oral microbial communities of healthy people 
can shift between alternate structures as shown for vaginal 
microbiota [48]. Analysis of 16S sequence fragments from 
oral samples taken from 300 individuals as part of the Human 
Microbiome Project by the National Institutes of Health, just 
becoming available online in 2010, may begin to establish 
these baselines [49]. 

Technological advancements in next-generation sequenc-
ing, including longer reads and paired-end strategy, may rou-
tinely provide full length 16S rDNA gene amplicon sequences 
in the near future, and therefore a better taxonomic resolu-
tion. This, combined with standardized DNA extraction pro-
cedures and PCR conditions, will enable more reliable 
comparisons of the results from different studies.  

In order to minimize the impact of sequence errors, most 
bacterial community analyses rely on phylotypes defined at 
97% identity cut-off which corresponds to the conservative 
estimate of bacterial species [50]. In view of the possibility 
that different individuals may be preferentially colonized by 
different strains of the same species, studies of the human mi-
crobiomes should also include analyses based on 100%-ID 
phylotypes [33, 41]. 

Ever-increasing sequencing throughput and computational 
power along with reference sequence databases will enable 
random metagenome fragment sequencing to ultimately be-
come a standard approach for studies of oral bacterial (and 
other) communities. This approach has been validated and 
applied in the analysis of the human gut microbiome [2, 5, 51, 
52]. Although a large fraction of DNA extracted from saliva 
corresponds to human DNA, the high sequence coverage of 
the whole metagenome using available HTS platforms allows 
us to obtain an appreciable number of bacterial and even bac-
teriophage sequences (unpublished). The taxonomic assign-
ments of such identified bacterial sequences may be inferred 
from the BLASTN search [53] of the NCBI microbial data-
base [54] which currently (as of December 2010) contains se-
quences of 1414 bacterial genomes, 879 of which are 
completed. Bacteriophage sequences will become increasingly 
identifiable as bioinformatic tools for identifying them im-
prove; a new version of the RAST annotation engine focusing 
on phage annotation [55] will allow for rapid identification of 
known phage genes. In addition to providing a measurement 
of the relative abundance of bacterial taxa and the metabolic 
potential of the microbiota, the random sequencing of meta-
genomic fragments may help identify genes conferring re-
sistance to antibiotics. 

Here we have focused on bacterial communities in saliva, 
and we also look forward to obtaining more information 
about the archaeal, fungal and viral communities in the 
mouth, which undoubtedly play an important role in human 
health and will give us another angle to learn about the bacte-
rial communities. 

Archaea have not been identified in saliva so far, however, a 

 

Figure 3B.  Relative abundance of bacterial genera across four 

(pooled) microbiomes. Genera frequency as a function of number of 

studies in which they were detected. Blue circle, frequency of indi-

vidual genera; red square, average genera frequency; red line, medi-

an genera frequency. 
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methanogenic archaeon Methanobrevibacter oralis was de-
tected in dental plaques from a subset of patients with perio-
dontitis. In addition, a direct correlation between the relative 
abundance of archaeal 16S rDNA and the severity of disease 
was observed [56]. The study of the archaeal component of 
the human oral microbiome based on the 16S rRNA sequenc-
ing requires PCR primers different from those used for bacte-
rial identification [57]. 

Pyrosequencing of the internal transcribed spacer was used 
to characterize fungi present in the oral cavity of 20 healthy 
individuals [58]. Across all the samples studied, 74 culturable 
and 11 non-culturable fungal genera were identified, none of 
which was found in all sampled subjects. 

By their ability to lyse bacteria, bacteriophages may play an 
important role in the dynamics of the oral microbiota. Bacte-
riophages infecting Enterococcus faecalis and Proteus mirabi-
lis were isolated from saliva [59, 60]. Other phages, lytic for 
Lactobacillus, Veillonella, Actinomyces, Actinobacillus, Strep-
tococcus and Proteus have been recovered from oral material 
including mouth wash (reviewed in [59]).  

Saliva is documented to harbor several double-stranded 
DNA viruses (Herpes simplex virus 1, Epstein-Barr virus, cy-
tomegalovirus and human herpesvirus 8) whose prevalence 
appears higher in HIV-seropositive patients [61]. Infection by 
viruses may have a profound effect on bacterial community 
composition, giving an invasive disease a chance to thrive. 
Viral sequences may be potentially identified in the whole 
salivary metagenome should the virus load be high enough 
and viral particles efficiently lysed.  

Already the high-throughput sequencing which has been 
applied to the oral microbiome has revolutionized our under-
standing of the microbiota which reside there, giving us use-
ful reference data for future studies of humans under diverse 
circumstances. 
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The increasing bacterial resistance among common pathogens is threaten-
ing the effectiveness of several antibiotics. This represents a serious public 
health problem as such bacterial strains have already been detected in do-
mestic, wild-life animals and humans. Using Escherichia coli as a model 
organism, we applied a proteomic approach to the topic of antimicrobial 
resistance. In order to identify and characterize the proteome of extended-
spectrum β-lactamase (ESBL) type TEM-52 producing-Escherichia coli 
strain of a faecal sample taken from Yellow-legged seagulls (Larus cachin-
nans) a bidimensional electrophoresis (2-DE) technique with an isoelectric 
focusing followed by a SDS-PAGE, was used. Eighty seven individualized 
protein spots were identified. All were suitable for peptide mass fingerprint-
ing by a mass spectrometric technique (MALDI/TOF MS). Their identifica-
tion was carried out by searching appropriate bioinformatic databases. All 
proteins were related to E. coli strains. Detection of proteins related to sev-
eral E. coli strains linked with virulent and enterohaemorrhagic conse-
quences in ESBL producing-E. coli isolates of seagull samples raises the 
question of how such similarities arise bearing in mind these remarkably 
different microbial ecosystems. 

Keywords: Antibiotic Resistance; ESBL; Escherichia coli; Proteome; Wild Animals. 

1. Introduction 

Proteome analysis of innumerable biological organisms 
represents a major challenge for the post-genomic era and 
constitutes an abundant source of biological information [1]. 
In analogy to the genome, the proteome is used to describe a 
set of proteins expressed by a certain organism, under defined 
conditions, serving as a unique and informative readout of 

both its phenotypic state, which results from cell responses to 
physiological and environmental perturbations, and genomic 
information reflected in the amino acid sequences of ex-
pressed proteins. The main concern of proteomic resides, 
then, in the identification of proteins involved in particular 
cellular processes or presenting altered expression profiles as 
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Figure 1. Seagulls (Larus cachinnans) in Berlengas archipelago 
natural reserve. 
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a consequence of different physiological conditions [2]. 
Currently, increasing rates of bacterial resistance exist 

among common pathogens that are threatening the effective-
ness of the most powerful antimicrobials. The emergence and 
spread of antibiotic-resistant Gram-negative pathogens, such 
as Escherichia coli, can lead to serious public health issues for 
humans and animals [3,4]. E. coli, a very well characterized 
prokaryote, has served as a model organism for several bio-
logical and biotechnological studies increasingly so since the 
completion of the E. coli genome-sequencing project [5]. The 
availability of complete genome sequence databases therefore 
facilitates the proteomic analysis of E. coli using MS (Mass 
Spectrometry). The most common resistance mechanism in 
E. coli and other Enterobacteriaceae is through the produc-
tion of β-lactamases – enzymes which inactivate certain β-
lactam antibiotics [6]. Extended-spectrum β-lactamases 
(ESBLs) are considered a major mechanism of resistance to 
β-lactam antibiotics that include broad-spectrum cephalo-
sporins and azthereonam [7,8]. In fact, nowadays, ESBL-
containing bacteria represent a major threat to the human 
community and for hospital patients causing several out-
breaks and becoming endemic in many hospitals around the 
world [9]. The use of antibiotics in food-producing animals 
could lead to selection of antibiotic-resistant bacteria that can 
be transferred to humans through the consumption or han-
dling of foods of animal origin. In recent studies it was 
demonstrated that antimicrobial resistance in foodborne 
bacteria may result in prolonged illness and elevated rates of 
bacteremia, hospitalization and death [10]. In fact, pathogen-
ic strains of E. coli can cause sepsis and infections of the 
nervous system, digestive and urinary tracts [11] and their 
presence in animals in contact with humans becomes a mat-
ter of great concern. 

The traditional method of measuring protein expression is 
by two-dimensional gel electrophoresis (2-DE) which, com-
bined with the mass spectrometry (MS) of protein spots, 
makes up one of the most prevalent techniques used in pro-
teomics, capable of generating a portrait of the global protein 
expression in a given sample [12,13,14]. Two-dimensional gel 
electrophoresis is a long established technology by which 
proteins are separated according to their isoelectric point (pI) 
and their molecular weight (Mr) [15]. The high-throughput 
identification of proteins excised from 2-DE gels was demon-
strated by Shevchenko and colleagues (1996), who used this 
procedure to identify proteins expressed in yeast, following 
the resolution of a cell lysate by 2-D PAGE [16]. MS-based 
proteomics normally involves large-scale identification, 
quantification, and characterization of proteins at various 
levels resulting in an important tool for the analysis of biolog-
ical systems and the exploration of complex protein functions 
and interactions. The most common method of protein iden-
tification is the analysis of peptide masses resulting from 
enzymatic digestion (e.g. by trypsin) of proteins resolved by 
and excised from 2-DE, by using MALDI-TOF MS [16]. In 
order to make sequence data derived from several bacterial 
genomes accessible via public databases, proteome data are 

characterized by diverse data types and are stored in proprie-
tary databases located worldwide [17,18], becoming a reliable 
source of information for proteomic studies. 

The evaluation of protein profiles in response to various 
stress mechanisms, such as sensitivity to antibiotics or modi-
fications related to antibiotic resistance, could represent a 
valid and integrating approach for the development of new 
therapeutic strategies. In the current study, a proteomic eval-
uation of an E. coli isolate (GV5), recovered from a faecal 
sample of a Yellow-legged seagull (Larus cachinnans) from 
Berlengas Natural Reserve of Portugal and carrying an ESBL 
TEM-52, was performed by 2-DE and subsequent protein 
identification by MALDI-TOF MS. 

2. Material and methods 

2.1 Cell culture and purification of E. coli 

E. coli strains were obtained from faecal samples of Yellow-
legged seagulls (Figure 1), randomly recovered in the beaches 
of Berlengas Islands National Reserve of Portugal, located at 
the coast of Peniche (GPS coordinates: N 39º 24' 51,77'', W 9º 
30' 33,67''). They were previously characterized for antibiotic 
resistant genes [19]. One of these E. coli strains, GV5, was 
included in this study. This strain was proven to be a β-
lactamase TEM-52 producer [20]. 

2.2 Protein extraction 

Exponentially growing cells (15 mL) were harvested by cen-
trifugation (3 min, 10,000 xg, 4ºC) and re-suspended in PBS 
(4 mL) at room temperature, followed by a second centrifuga-
tion and re-suspention with SDS+Tris solution (0.2 mL) [12]. 
Cell disruption was performed by sonication (3× 10 s, 4 °C at 
100 W); cell debris was removed by centrifugation (14,000 xg, 
30 min at 4ºC). The protein concentration was assayed using 
a 2D Quant kit (GE Healthcare). 

2.3 One-dimensional electrophoresis and staining 

One-dimensional electrophoresis was conducted with SDS-
polyacrylamide gels (T=12.52%, C=0.97%) in a HoeferTM SE 
600 Ruby® (Amersham Biosciences) unit, following Laemmli 
[21] with some specific modifications [22]. Gels were stained 
during 24 hours in Coomasse Brilliant Blue R-250 and 
washed in water overnight. It was then fixed in trichloroacetic 
acid (6%) for four hours and in glycerol (5%) for two hours 
[23]. 

2.4 Two-dimensional electrophoresis and proteome analysis 

2-DE was performed according to the principles of 
O’Farrell (1975) but with IPG (ImmobilineTM pH Gradient) 
technology [21]. Protein samples of E. coli (GV5) were used 
in parallel with samples of E. coli C583 and C580. For IEF, 
precast IPG strips with linear gradient of pH 3-10 were pas-
sively rehydrated overnight (12 to 16 hours) in a reswelling 
tray with rehydration buffer (8M urea, 1% CHAPS, 0.4% 
DTT, 0.5% carrier ampholyte IPG buffer pH 3-10) at room 
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temperature. IPG strips were covered with DryStrip Cover 
Fluid (Plus One, Amersham Biosciences). Lyses buffer [9.5M 
urea, 1% (w/v) DTT, 2% (w/v) CHAPS, 2% (v/v) carrier am-
pholytes (pH 3-10) and 10 mM Pefabloc® proteinase inhibi-
tor] was added to the E. coli isolates (1:1). Samples containing 
a total of 100 µg of protein were loaded into 13 cm IPG strips 
(pH 3–10 NL, Amersham Biosciences, UK) [23]. The sample 
solution was then applied to the previously rehydrated IPG 
strips pH3-10 by cup loading and then proteins were focused 
sequentially at 500 V for 1 h, gradient at 1000 V for 8 h, gra-
dient at 8000 V for 3 h, and finally 8000 V during 1 h on an 
EttanTM IPGPhor IITM (Amersham Biosciences, Uppsala, 
Sweden). Seven IEF replicate runs were performed according 
to Görg [24] and the GE Healthcare protocol for IPG strips 
pH 3-10 of 13 cm, in order to obtain the optimized running 
conditions, resulting in a final 13 hour run. Focused IPG 
strips were then stored at -80ºC in plastic bags. Before run-
ning the second dimension, strips were equilibrated twice for 
15 minutes in equilibration buffer (6 M urea, 30% (w/v) glyc-
erol, 2% (w/v) SDS in 0.05 M Tris-HCl buffer (pH 8.8)). In 
the first equilibration 1% DTT was added to the original equi-
libration buffer and to the second, 4% iodoacetamide. Bro-
mophenol blue was added to both solutions. The equilibrated 
IPG strips were gently rinsed with SDS electrophoresis buffer, 
blotted to remove excessive buffer, and then applied to 
12.52% polyacrylamide gels in a HoeferTM SE 600 Ruby® 
(Amersham Biosciences) unit. Some modifications were in-
troduced in the SDS-PAGE technique previously reported by 
Laemmli (1970), that allowed its resolution to be increased, 
with proper insertion of the IPG strips in the stacking gel 
[21,22]. After SDS-PAGE, the 2-DE gels were fixed in 40% 
methanol / 10% acetic acid for one hour and afterwards 
stained overnight in Coomassie Brilliant Blue G-250 [25]. 
Coomassie-stained gels were scanned on a flatbed scanner 
(Umax PowerLook 1100; Fremont, CA, USA), and the result-
ing digitized images were analyzed using Image Master 5.0 
software (Amersham Biosciences; GE Healthcare). 

2.5 Protein identification by MALDI-TOF/TOF 

To increase experimental efficacy, four separate gels were 
analyzed originally representing three independent E. coli 
protein samples that were previously pooled together and 
compared. Spots of expression in all gels were manually ex-
cised from the gels and analyzed using Matrix-Assisted Laser 
Desorption/Ionization-Time of Flight Mass Spectrometry 
(MALDI-TOF). The gel pieces were washed three times with 
25 mM ammonium bicarbonate /50 % ACN (acetonitrile), 
once with ACN and dried in a SpeedVac (Thermo Savant). 25 
mL of 10 mg/mL sequence grade modified porcine trypsin 
(Promega) in 25 mM ammonium bicabornate was added to 
the dried gel pieces and the samples were incubated overnight 
at 37ºC. Extraction of tryptic peptides was performed by ad-
dition of 10% of formic acid (FA)/50% ACN followed by 
three-fold lyophilisation in a SpeedVac (Thermo Savant). 
Tryptic peptides were re-suspended in 10 mL of a 50% ace-
tonitrile/0.1% formic acid solution. The samples were mixed 

(1:1) with a matrix consisting of a saturated solution of a-
cyano-4-hydroxycinnamic acid prepared in 50% acetonitrile/ 
0.1% formic acid. Aliquots of samples (0.5 μL) were spotted 
onto the MALDI sample target plate. 

Peptide mass spectra were obtained on a MALDI-
TOF/TOF mass spectrometer (4800 Proteomics Analyzer, 
Applied Biosystems, Europe) in the positive ion reflector 
mode. Spectra were obtained in the mass range between 800 
and 4500 Da with ca. 1500 laser shots. For each sample spot, a 
data dependent acquisition method was created to select the 
six most intense peaks, excluding those from the matrix, tryp-
sin autolysis, or acrylamide peaks, for subsequent MS/MS 
data acquisition. Mass spectra were internally calibrated with 
autodigest peaks of trypsin (MH+: 842.5, 2211.42 Da) allow-
ing a mass accuracy of better than 25 ppm. 

2.6 Database search 

Spectra were processed and analyzed by the Global Protein 
Server Workstation (Applied Biosystems), which uses inter-
nal MASCOT software (v 2.1.04, Matrix Science, London, 
UK) for searching the peptide mass fingerprints and MS/MS 
data. Swiss-Prot nonredundant protein sequence database 
(Release 57 of March 2009, 428650 entries) was used for all 
searches under E. coli. The database search parameters were 
as follows: carbamidomethylation and propionamide of cys-
teine (+71Da) as a variable modification as well as oxidation 
of methionine (+16Da), and the allowance for up to two 
missed tryptic cleavages. The peptide mass tolerance was 25 
ppm and fragment ion mass tolerance was 0.3 Da. Positive 
identifications were accepted up to 95% of confidence lev-
el.Protein identifications were considered as reliable when the 
MASCOT score was > 70 (MASCOT score was calculated as 
− 10 × log P, where P is the probability that the observed 
match is a random event.). This is the lowest score indicated 
by the program as significant (P< 0.05) and indicated by the 
probability of incorrect protein identification. 

3. Results and Discussion 

E. coli strains included in the study were previously charac-
terized for virulence and antibiotic resistance. The seagull’s 
ESBL-producing E. coli strain GV5 presented resistance to 
ampicillin, cefotaxime, ceftazidime, naladixic acid, ciproflox-
acine, tetracycline, streptomycin, trimethoprim-
sulfametoxazole, and chloramphenicol and contained the 
following resistance genes: blaTEM-52 (ESBL gene encoding 
TEM-52) cmlA (chloramphenicol-resistance), tetA (tetracy-
cline-resistance), sul1 and sul3 (sulfametoxazole-resistance). 
The intI1gene encoding the integrase of class I integrons was 
also identified in strain GV5, as well as the gene cassettes 
dfrA1 + aadA1 included in their variable region. E. coli GV5 
was classified into the phylogenetic group D, mostly associat-
ed with virulent extraintestinal isolates [19]. 

In sample GV5 a total of 87 protein spots were collected 
and individualized in eppendorfs for their analysis using 
MALDI-TOF mass spectrometry. The protein spots were 
identified and characterized (Table 1 on supplementary ma-
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terial) by correlation with bioinformatic databases 
(http://www.ncbi.nlm.nih.gov/). From a total of 87 protein 
spots, nine proteins were detected as related to E. coli sero-
type O6 and another six proteins linked with E. coli serotype 
O157:H7 (Figure 2, A and B respectively; see also Table 1). 
Among the proteins identified as linked to serotype O6, it is 
important to highlight the presence of proteins related to 
environmental stress conditions: the curved DNA-binding 
protein (spot 18), the chaperone protein (spot 35) and the 
GrpE protein (spot 45) [26,27,28] are responsible for the ca-
pacity of the bacteria to resist external damage (heat, osmotic 
and other environmental stress causes). Beta-lactamase TEM 
(P62593, spot 39) and dihydrofolate reductase type XV 
(P78218, spots 8) were related to antibiotic resistance. The 
trigger factor protein (or tig), on other hand, is involved in 
the protein exportation whereas the other proteins related to 
serotype O6 presented functions in important metabolic 
pathways essential for the bacteria. The proteins found to be 
related to serotype O157:H7 presented various functions, as 
kdsA protein (spot 60) with an important part in the external 
membrane and lipopolysaccharide biogenesis [27]. The 
curved DNA-binding protein previously identified for the O6 
serotype, was also found in the O157:H7 serotype (spot 18). 

The E. coli serotype O6 represents a heterogeneous group 
of bacteria which differ in the genotypic presence as well as in 
the phenotypic expression of virulence factors, being already 
detected in humans, dogs and cats [29]. On the other hand, 
the serotype O157:H7 is an enterohemorrhagic strain that 
belongs to the verotoxin-producing E. coli (VTEC). VTEC 
have emerged as food-borne pathogens related to gastroen-
teritis that may be complicated by hemorrhagic colitis or by 
the hemolytic uremic syndrome, the main cause of acute 
renal failure in children [30]. The transmission of these food-
borne pathogens occurs through consumption of under-
cooked meat, unpasteurized dairy products, vegetables, water 
contaminated by ruminant feces as these animals can carry E. 
coli O157:H7 transiently and sporadically and pass the bacte-
ria in their feces [30,31,32]. The proximity of the Berlengas 
Natural Reserve to the Continental Portuguese coastline is an 
important factor in considering the possible contact between 
seagulls and potential disease transmitters. In fact, vero cyto-
toxin-producing E. coli O157 has already been detected in the 
past in faecal samples from wild-birds [33] namely from gulls 
[34], determining probably a transmission pattern. 2-DE 
proteomics correlated with bioinformatic databases has al-
ready been used in analyzing and characterizing bacterial 
proteins, as in E. coli where a large number of proteins are 
already completely identified [5,35]. In our study a great 
number of proteins which were related to several functions 
within the cell metabolism were found, like β-lactamase TEM 
precursor proteins (blaT) capable of producing β-lactamases 
(Figure 3). The blaT proteins are prevalent in enterobacteri-
aceae hydrolyzing the β-lactam bond of susceptible β-lactam 
antibiotics like penicillins and cephalosporins [36,37]. The 
presence of three protein spots identified as blaT (spots 39, 40 
and 79; see Table 1) confirms that our sample possesses re-

sistance to β-lactam antibiotics. Other proteins relevant to 
various important and essential functions in the bacteria were 
found. Flagellin or FliC (spot 14) is responsible for the for-
mation of bacterial flagella [28,38]; chaperone protein or 
DnaK (spots 1, 49 and 62), involved in the chromosomal 
DNA replication [39,40,41]; while L-asparaginase II or 
AspG2 (spot 53), is an important therapeutic enzyme for the 
treatment of leukemia [28,42]. 

In the case of enterohemorrhagic E. coli strain, four related 
proteins were found in E. coli isolates GV5 (Putative flavo-
protein, Serine hydroxymethyltransferase protein and 
Curved-DNA binding protein). Also noticed was the detec-
tion of proteins Malate dehydrogenase and GrpE protein 
linked with E. coli enterohemorrhagic strain O157:H7 in E. 
coli virulent strain O6 in the seagull isolate. 

The presence of proteins associated with such E. coli strains 

Figure 2. 2-DE gel image of E. coli sample GV5. (A) Accession 
numbers of proteins related to E. coli serotype O6; (B) Accession 
numbers of proteins related to E. coli serotype O157:H7. 
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alongside proteins related to commensal strains in faecal 
samples of wild-life animals and their resistance to antimi-
crobial drugs represents a public health concern. The idea of 
antimicrobial resistance in the same extended-spectrum β-
lactamase E. coli of very different ecosystems as microbial 
fauna of wild-life animals and humans with repressed 
imunoystems is therefore a new concern in the already prob-
lematic question of antibiotic resistance and possible trans-
mission. 

4. Concluding remarks 

In this study, the elaboration of a 2-DE electrophoresis gel 
of an extended-spectrum β-lactamase E. coli strain with phe-
notypic and genotypic profiles indicating antimicrobial re-
sistance allowed us to identify and characterize the proteins 
present. The proteome patterns obtained reveal proteins pre-
viously identified in the virulent strain E. coli O6 and entero-
hemorrhagic strain E. coli O157:H7. The detection of proteins 
related to these strains in samples of extended-spectrum β-
lactamase-producing E. coli isolates became possible through 
the proteomic approach and 2-DE combined with mass spec-

trometry. Considering this work, it is possible to elucidate 
gene expression of multiresistant bacteria strains isolated 
from different wild ecosystems. In the future it will be im-
portant to evaluate this expression under different forms of 
stress. These proteins should be tested under stress condi-
tions, for example under antibiotic pressure, in order to de-
termine the changes in protein expression, and to test poten-
tial targets for designing new drugs to inhibit the growth of 
the antibiotic-resistant bacteria. 

 

5. Supplementary material  

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS.   

http://www.jiomics.com/index.php/jio/rt/suppFiles/19/0 
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Acquired resistance to beta-lactams is mainly mediated by extended-spectrum beta-lactamases (ESBLs) that confer bacterial resistance to all 
beta-lactams except carbapenems and cephamycins, which are inhibited by other beta-lactamase inhibitors such as clavulanic acid. Although 
ESBLs still constitute the first cause of resistance to beta-lactams among Escherichia coli, other “new beta-lactamases” conferring resistance to 
carbapenems, such as metallo-beta-lactamases (MBL) and KPC carbapenemases, or to cephamycins, such as CMY enzymes, have more recent-
ly emerged and are often associated with ESBLs. In order to identify and characterize the proteome of extended-spectrum β-lactamase (ESBL) 
type TEM-52 and CMY-2 producing-Escherichia coli strains of human clinical origin a bidimensional electrophoresis (2-DE) technique with 
an isoelectric focusing followed by a SDS-PAGE, were used.  Full proteomic studies were conducted in the same IEF and SDS-PAGE condi-
tions, for two protein samples of E. coli strains with similar antibiotic-resistance profiles recovered from human clinical sources. A total of 64 
and 91 spots were recovered and identified in C583 and C580 strains, respectively. Our results will be helpful for further understanding of an-
tibiotic-resistant mechanism. 

Keywords: Antibiotic resistance; ESBL; Escherichia coli; Proteome; Humans. 

1. Introduction 

Proteomics is the large-scale study of proteins, particularly 
their structures and functions [1]. After genomics, prote-
omics is often considered the next step in the study of biolog-
ical systems. It is much more complicated than genomics 
mostly because while an organism's genome is more or less 
constant, the proteome differs from cell to cell and from time 
to time. This is because distinct genes are expressed in dis-
tinct cell types. This means that even the basic set of proteins 
which are produced in a cell needs to be determined. In the 
past this was done by mRNA analysis, but this was found not 
to correlate with protein content. It is now known that 
mRNA is not always translated into protein, and the amount 
of protein produced for a given amount of mRNA depends 

on the gene it is transcribed from and on the current physio-
logical state of the cell. Proteomics confirms the presence of 
the protein and provides a direct measure of the quantity pre-
sent [2]. 

Bacterial surface proteins are important for the host-
pathogen interaction and they are frequently involved in dis-
ease pathogenesis. A wide variety of bacterial surface proteins 
is represented by lipoproteins which are important compo-
nents of the bacterial transport system; transmembrane struc-
tures involved in the import-export of substrates, including 
sugars, amino acids, oligopeptides, polyamines, various metal 
ions and minerals. These systems contribute to many bacteri-
al processes, such as acquisition of nutrients, stress responses 
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and intercellular signalling, many of which could be vital for 
bacterial growth and survival within the host [3]. In the last 
years extended-spectrum β-lactamases (ESBLs) of the CTX-
M class are dramatically spreading among human clinical E. 
coli isolates, mainly in those recovered from the community 
[4]. Escherichia coli have become one of the most important 
causes of nosocomial and community acquired infections. 
Beta-lactams (mainly extended-spectrum cephalosporins and 
carbapenems) and fluoroquinolones constitute the main 
therapeutic choices to treat infections caused by these micro-
organisms. However, resistance to these compounds has been 
reported more and more frequently in Europe in the past 
years [5]. However, the increasing number of Enterobacteri-
aceae with ESBLs that also contain AmpCs and other new 
mechanisms of resistance to fluoroquinolones or aminogly-
cosides indicate that the recent increase of ESBL producers in 
Europe constitutes a complex multifactorial problem of high 
public health significance that deserves a deep analysis and 
the implementation of specific interventions at different lev-
els. 

Two-dimensional gel electrophoresis (2-D electrophoresis) 
is a powerful and widely used method for the analysis of 
complex protein mixtures extracted from cells, tissues, or 
other biological samples. It allows a fast overview of changes 
in cell processes by analysis of the entire protein extracts in 
any biological and medical research projects. New instrumen-
tation and advanced technologies provide proteomics studies 
in a wide variety of biological and biomedical questions. Pro-
teomics work is being applied to study antibiotics-resistant 
strains and human tissues of various brain, lung, and heart 
diseases [6]. This technique separate proteins in two steps, 
according to two independent properties: the first-dimension 
is isoelectric focusing (IEF), which separate proteins accord-
ing to their isoelectric points (pI); the second-dimension is 
SDS-polyacrylamide gel electrophoresis (SDS-PAGE), which 
separates proteins according to their molecular weights 
(MW). In this way, complex mixtures consisted of thousands 
of different proteins can be resolved and the relative amount 
of each protein can be determined. The procedure involves 
placing the sample in gel with a pH gradient, and applying a 
potential difference across it. In the electrical field, the pro-
tein migrates along the pH gradient, until it carries no overall 
charge. This location of the protein in the gel constitutes the 
apparent pI of the protein. There are two alternatives meth-
ods to create the pH gradient - carrier ampholites and immo-
bilized pH gradient (IPG) gels. [7]. Mass spectrometry (MS) 
is a powerful tool in protein analysis. Electrospray and ma-
trix-assisted laser desorption ionization (MALDI) time-of-
flight (TOF) technologies can be used to precisely detect 
small changes in the masses of proteins and peptides. These 
techniques involve the ionization of molecules into products 
that can be detected. The mass-to-charge ratio of gas phase 
ions can then be correlated with the molecular structure of 
the initial species. Electrospray ionization involves an electric 
field applied to a solution sprayed from a needle. In MALDI, 
gas phase ions are generated by desorption ionization of the 

molecule of interest from a layer of crystals formed from vol-
atile matrix molecules. By using these techniques mutated 
proteins can be detected rapidly, and the precise site of the 
mutation can be characterized using tandem MS/MS of pep-
tides of the protein [8]. Antibiotic resistance presents a signif-
icant challenge to scientists in the field of infectious diseases. 
Identification of protein determinants for resistance will not 
only provide markers for resistance to a particular drug but 
will also aid in the understanding of the mechanisms of anti-
biotic function and resistance. Several antibiotics act by tar-
geting protein biosynthesis, interacting with ribosomal 
structural proteins, rRNAs, and ribosomal-associated pro-
teins [9]. 

In the current study, a proteomic evaluation of two E. coli 
isolates (C583 and C580), recovered from clinical human 
samples and carrying a plasmidic β-lactamase of class AmpC 
(CMY-2) and a TEM-52 enzyme, respectively , was per-
formed by 2-DE and subsequent protein identification by 
MALDI-TOF MS. 

2. Material and methods 

2.1 Cell culture and purification of E. coli 

ESBL-producing E. coli strains (C583 and C580) of human 
clinical origin were previously studied and characterized by 
Vinué et al. [10] and were included in this study. Conse-
quently, proteomic analysis was performed with E. coli 
strains from human clinical samples. 

2.2 Protein extraction 

Exponentially growing cells (15 mL) were harvested by cen-
trifugation (3 min, 10,000 xg, 4ºC) and re-suspended in PBS 
(4 mL) at room temperature, followed by a second centrifuga-
tion and resuspension with SDS+Tris solution (0.2 mL) [11]. 
Cell disruption was performed by sonication (3 × 10 s, 4 °C at 
100 W); cell debris was removed by centrifugation (14,000 xg, 
30 min at 4ºC). The protein concentration was assayed using 
a 2D Quant kit (GE Healthcare). 

2.3 One-dimensional electrophoresis and staining 

One-dimensional electrophoresis was conducted with SDS-
polyacrylamide gels (T=12.52%, C=0.97%) in a HoeferTM SE 
600 Ruby® (Amersham Biosciences) unit, following Laemmli 
[12] with some specific modifications [13]. Gels were stained 
during 24 hours in Coomassie Brilliant Blue R-250 and 
washed in water overnight. It was then fixed in trichloroacetic 
acid (6%) for four hours and in glycerol (5%) for two hours 
[14]. 

2.4 Two-dimensional electrophoresis and proteome analysis  

2-DE was performed according to the principles of 
O’Farrell (1975) but with IPG (ImmobilineTM pH Gradient) 
technology [12]. Protein samples of E. coli (GV5) were used 
in parallel with samples of E. coli C583 and C580. For IEF, 
precast IPG strips with linear gradient of pH 3-10 were pas-



JIOMICS | VOL 1 | ISSUE 1 | FEBRUARY 2011 

42-48: 44 

sively rehydrated overnight (12 to 16 hours) in a reswelling 
tray with rehydration buffer (8M urea, 1% CHAPS, 0.4% 
DTT, 0.5% carrier ampholyte IPG buffer pH 3-10) at room 
temperature. IPG strips were covered with DryStrip Cover 
Fluid (Plus One, Amersham Biosciences). Lyses buffer [9.5M 
urea, 1% (w/v) DTT, 2% (w/v) CHAPS, 2% (v/v) carrier am-
pholytes (pH 3-10) and 10 mM Pefabloc® proteinase inhibi-
tor] was added to the E. coli isolates (1:1). Samples containing 
a total of 100 µg of protein were loaded into 13 cm IPG strips 
(pH 3–10 NL, Amersham Biosciences, UK) [14]. The sample 
solution was then applied to the previously rehydrated IPG 
strips pH3-10 by cup loading and then proteins were focused 
sequentially at 500 V for 1 h, gradient at 1000 V for 8 h, gra-
dient at 8000 V for 3 h, and finally 8000 V during 1 h on an 
EttanTM IPGPhor IITM (Amersham Biosciences, Uppsala, 
Sweden). Seven IEF replicate runs were performed according 
to Görg [15] and the GE Healthcare protocol for IPG strips 
pH 3-10 of 13 cm, in order to obtain the optimized running 
conditions, resulting in a final 13 hour run. Focused IPG 
strips were then stored at -80ºC in plastic bags. Before run-
ning the second dimension, strips were equilibrated twice for 
15 minutes in equilibration buffer (6 M urea, 30% (w/v) glyc-
erol, 2% (w/v) SDS in 0.05 M Tris-HCl buffer (pH 8.8)). In 
the first equilibration 1% DTT was added to the original equi-
libration buffer and to the second, 4% iodoacetamide. Bro-
mophenol blue was added to both solutions. The equilibrated 
IPG strips were gently rinsed with SDS electrophoresis buffer, 
blotted to remove excessive buffer, and then applied to 
12.52% polyacrylamide gels in a HoeferTM SE 600 Ruby® 
(Amersham Biosciences) unit. Some modifications were in-
troduced in the SDS-PAGE technique previously reported by 
Laemmli (1970), that allowed its resolution to be increased, 
with proper insertion of the IPG strips in the stacking gel 
[12,13]. After SDS-PAGE, the 2-DE gels were fixed in 40% 
methanol / 10% acetic acid for one hour and afterwards 
stained overnight in Coomassie Brilliant Blue G-250 [16]. 
Coomassie-stained gels were scanned on a flatbed scanner 
(Umax PowerLook 1100; Fremont, CA, USA), and the result-
ing digitized images were analyzed using Image Master 5.0 
software (Amersham Biosciences; GE Healthcare). 

2.5 Protein identification by MALDI-TOF/TOF 

To increase experimental efficacy, four separate gels were 
analyzed originally representing three independent E. coli 
protein samples that were previously pooled together and 
compared. Spots of expression in all gels were manually ex-
cised from the gels and analyzed using Matrix-Assisted Laser 
Desorption/Ionization-Time of Flight Mass Spectrometry 
(MALDI-TOF). The gel pieces were washed three times with 
25mM ammonium bicarbonate /50 % ACN (acetonitrile), 
once with ACN and dried in a SpeedVac (Thermo Savant). 25 
mL of 10 mg/mL sequence grade modified porcine trypsin 
(Promega) in 25mM ammonium bicabornate was added to 
the dried gel pieces and the samples were incubated overnight 
at 37ºC. Extraction of tryptic peptides was performed by ad-
dition of 10% of formic acid (FA)/50% ACN followed by 

three-fold lyophilisation in a SpeedVac (Thermo Savant). 
Tryptic peptides were re-suspended in 10 mL of a 50% ace-
tonitrile/0.1% formic acid solution. The samples were mixed 
(1:1) with a matrix consisting of a saturated solution of α-
cyano-4-hydroxycinnamic acid prepared in 50% acetonitrile/ 
0.1% formic acid. Aliquots of samples (0.5µL) were spotted 
onto the MALDI sample target plate. 

Peptide mass spectra were obtained on a MALDI-
TOF/TOF mass spectrometer (4800 Proteomics Analyzer, 
Applied Biosystems, Europe) in the positive ion reflector 
mode. Spectra were obtained in the mass range between 800 
and 4500 Da with ca. 1500 laser shots. For each sample spot, a 
data dependent acquisition method was created to select the 
six most intense peaks, excluding those from the matrix, tryp-
sin autolysis, or acrylamide peaks, for subsequent MS/MS da-
ta acquisition. Mass spectra were internally calibrated with 
autodigest peaks of trypsin (MH+: 842.5, 2211.42 Da) allow-
ing a mass accuracy of better than 25 ppm. 

2.6 Database search 

Spectra were processed and analyzed by the Global Protein 
Server Workstation (Applied Biosystems), which uses inter-
nal MASCOT software (v 2.1.04, Matrix Science, London, 
UK) for searching the peptide mass fingerprints and MS/MS 
data. Swiss-Prot nonredundant protein sequence database 
(Release 57 of March 2009, 428650 entries) was used for all 
searches under E. coli. The database search parameters were 
as follows: carbamidomethylation and propionamide of cys-
teine (+71Da) as a variable modification as well as oxidation 
of methionine (+16Da), and the allowance for up to two 
missed tryptic cleavages. The peptide mass tolerance was 25 
ppm and fragment ion mass tolerance was 0.3 Da. Positive 
identifications were accepted up to 95% of confidence level. 
Protein identifications were considered as reliable when the 
MASCOT score was > 70 (MASCOT score was calculated as 
− 10 × log P, where P is the probability that the observed 
match is a random event.). This is the lowest score indicated 
by the program as significant (P < 0.05) and indicated by the 
probability of incorrect protein identification. 

3. Results and Discussion 

E. coli strain C583 exhibited resistance to ampicillin, amox-
icillin/clavulanic acid, cefoxitin, cefotaxime, ceftazidime, 
naladixic acid, ciprofloxacine, and trimethoprim-
sulfametoxazole and harbored the intI1 gene of class 1 in-
tegrons. A plasmidic β-lactamase of class AmpC (CMY-2) 
was detected in this strain. On the other hand, E. coli C580 
presented resistance to ampicillin, cefotaxime, ceftazidime, 
naladixicacid, ciprofloxacin, and trimethoprim-
sulfametoxazole but did not contain class 1 integrons. This 
strain was proven to be a β-lactamase TEM-52 producer [10]. 

A comparative analysis among the strains was carried out. 
The protein expressions of E. coli strains were visualized on 
2-DE gels (Figure 1). The use of pH 3-10 IPG strips resulted 
in a well spread display of protein spots which allowed their 
safe and accurate excision and image identification.
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Figure 1. 2-DE gel image of E. coli samples with IPG strips pH3-10. A: C583 B: C580. 
 

Full proteomic studies were conducted in the same IEF and 
SDS-PAGE conditions, for two protein samples of E. coli 
strains of human clinical samples C583 and C580. A total of 
64 and 91 spots were recovered. All the proteins present in 
the 2-D gels spots were identified by MALDI-TOF MS and 

protein bioinformatic databases querying (Tables 1 and 2 of 
the supplementary material). Among the proteins identified, 
it is important to emphasise the presence of proteins related 
to biosynthesis and regulation, glycolysis, stress   response, 
cellular   metabolic processes and antibiotic resistance in both 
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Figure 2. Distribution of the biological processes related to the protein spots found in the 2-DE gels of the E. coli. A: C583 and B: C580. 
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E. coli strains (Figure 2). Proteins related to nine different E. 
coli strains were found in samples of our C580 and C583 
strains; namely proteins associated to three commensal 
strains (K12, O9:H4 and strain ATCC 8739 / DSM 1576 / 
Crooks), two uropathogenic (UTI89 and O6:K15:H31 (strain 
536)), one avian pathogenic (O1:K1), one enterohemorrhagic 
(O157:H7), one enterotoxigenic (O139:H28 (strain 
E24377A)) and one virulent strain (O6) were identified in our 
strains. The presence of proteins related to one virulent strain 
O6 and one enterohemorrhagic strain O157:H7 is consistent 
with the results found in the seagull isolates previously stud-
ied in this report. Related to virulent E. coli strain O6 were 
identified two proteins for E. coli isolate C583 (Trigger factor 
protein and Chaperone protein ClpB) and three proteins for 
E. coli isolate C580 (Trigger factor protein, Chaperone pro-

tein ClpB and Pyridoxine 5’-phosphate synthase protein). In 
the case of enterohemorrhagic E. coli strain, two related pro-
teins were found in both E. coli isolate C583 (Putative flavo-
protein and Serine hydroxymethyltransferase protein) and 
other two were found in E. coli C580 (Putative flavoprotein 
and Curved-DNA binding protein). Also noticed was the de-
tection of proteins Malate dehydrogenase and GrpE protein 
linked with E. coli enterohemorrhagic strain O157:H7 in our 
human isolates. A BLAST of a putative wrbA flavoprotein 
isolated from C580 sequence was released with Translate Re-
verse tool (Figure 3). 

Uropathogenic strains are generally involved in urinary 
tract infections (UTI) in humans, with UTI89 strain being 
related to the expression of adhesive organelles (known as 
pili) that interact with proteins of urinary epithelial cells [17]. 

Figure 3. BLAST of a putative wrbA flavoprotein isolated from C580 in silico sequence from Translate Reverse tool (http://www. bioinformat-
ics.org/sms2/rev_trans.html). A: Phylogenetic tree in terms of BLAST with BLASTn alghortim from NCBI; B: Alignment with in silico se-
quence and wrbA flavoprotein of E. coli O157:H7 EC4115; C: Analysis of a transcript of wrbA flavoprotein E. coli O157:H7 EC4115 gene with 
Emsembl Bacteria (http://bacteria.ensembl.org/ index.html); D: Genetic code. 
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In the case of E. coli O6:K15:H31, it is related to pyelonephri-
tis isolates involved in ascending UTIs [18]. Enterotoxigenic 
strains are an important cause of intestinal infections in chil-
dren and adults with genes encoding heat-labile and heat-
stable properties carried on plasmids. Enterotoxin plasmids 
are even among the first to be associated with virulence and 
E. coli O139:H28 (strain E24377A) is among the current ex-
amples of this type of E. coli harmful to humans [19]. Avian 
pathogenic strains such as O1:K1 belong to the same highly 
pathogenic clonal groups as E. coli strains of the same sero-
type isolated in several clinical cases of UTIs, neonatal men-
ingitis and septicemia therefore constituting a potential 
zoonotic risk [20]. Finally, proteins previously characterized 
as linked with three commensal strains were also found in E. 
coli isolates from both human faecal samples: K12, O9:H4 
and strain ATCC 8739 / DSM 1576 / Crooks. E. coli K12 is a 
well-known commensal strain with two major porines OmpC 
and OmpF, corresponding proteins of the external membrane 
[21]. E. coli strain ATCC 8739 / DSM 1576 / Crooks differs 
from strain K12 by presenting an insertion element IS1-13 
associated to an upstream promoter and to the first 114 bp of 
OmpC, therefore only expressing OmpF [22]. The E. coli 
strain O9:H4 was originally isolated from stool from a healthy 
laboratory scientist who had been using an undomesticated E. 
coli isolate for several human colonization studies. With no 
damage done to the hosts, this strain is normally used as a 
control sample for comparison of pathogenical strains [23]. 
Such a large number of proteins related to different E. coli 
strains present in the same faecal sample should cause con-
cern as it represents a major antibiotic resistance at several 
levels associated with the presence of proteins found in both 
humans. The relationship between the resistance mechanisms 
in clinical strains and the understanding of its functioning is 
of great value for public health worldwide. The full 
knowledge of how antibiotics resistance evolves and are 
transmitted between potential hosts of different ecosystems 
takes on great importance. Proteomic analysis and protein 
identification can become important and reliable comple-
mentary tools to improve our knowledge in this field. 

4. Concluding remarks 

A well-defined E. coli proteome will have direct applica-
tions in biochemical, biological, and biotechnological re-
search fields in the following ways: (i) underpins our 
understanding not only of the prokaryotic regulatory net-
work but also of complex eukaryotic regulatory networks in-
cluding stimulon, regulon, and cascade-like networks, (ii) 
provides invaluable information for designing metabolic en-
gineering strategies to enhance production of various bi-
oproducts, including recombinant proteins, biopolymers, and 
metabolites, (iii) can be used as a model system to help accel-
erate the development of advanced high-resolution, high-
throughput, and high-sensitivity proteomic technologies [24]. 
The evaluation of protein profiles in response to various 
stress mechanisms, such as sensitivity to antibiotics or modi-
fications related to antibiotic resistance, could represent a val-

id and integrating approach for the development of new ther-
apeutic strategies [25]. In this study, the elaboration of a 2-
DE electrophoresis gel of an extended-spectrum β-lactamase 
E. coli strain with phenotypic and genotypic profiles indicat-
ing antimicrobial resistance allowed us to identify and char-
acterize the proteins present. Considering that the worldwide 
emergence of antibiotic-resistant bacteria poses a serious 
threat to human health, understand mechanisms of the re-
sistance are extremely important to the control of these bac-
teria. Our findings will be helpful for further understanding 
of antibiotic-resistant mechanism(s). 

5. Supplementary material 

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/20/0 
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MicroRNAs (miRNAs) are a group of small RNAs with regulatory roles at post-transcriptional level. Although they have been clustered based 
on their sequence or structure similarities, there is still no effective method to determine their functional similarities due to the lack of miRNAs 
functional annotation. To address this critical need, we presented here a novel method for systematic study of functional similarities among 
human miRNAs by using their target genes GO semantic similarities. The functional similarities were validated by comparing with miRNA 
expression similarities. To extract the highly significant clusters, we used multi-scale bootstrap re-sampling in clustering miRNAs functional 
similarities. The clustering of human miRNAs based on target genes molecular function annotation led to 44 significant clusters. The cluster-
ing results were coherent with biological knowledge. Our analysis suggests that systematic clustering based on target genes GO semantic simi-
larities can aid to reveal the functional diversity of miRNA families. Additionally, this method can be extended to other species and used to 
predict novel miRNA functions. 

Keywords: MicroRNA; Gene Ontology; Semantic Similarity; Clustering. 

1. Introduction 

MicroRNAs (miRNAs), approximately 22 nucleotides in 
length, are non-coding RNAs that play crucial roles in post-
transcriptional regulation. MiRNAs are evolutionarily con-
served, and generally transcribed by RNA polymerase II. 
MiRNAs perform their functions by RNA induced silencing 
complex (RISC), leading their target mRNAs to direct de-
structive cleavage or translational repression. MiRNAs are 
considered to represent one of the most important compo-
nents of the cell. They involve in many critical biological 
processes, including cell development and differentiation 
[1,2], proliferation [3], apoptosis [4], development [5], im-
mune system regulation [6,2], cancer progression [7], and 
virus-host interaction [8] and therefore represent potential 
targets for therapeutic applications. According to miRBase 
[9], the number of registered miRNA genes continues to 
grow rapidly. However, hundreds of recently identified miR-
NAs have unknown functions due to the lack of experimental 
strategy for systematic identification of their regulating tar-

gets. 
In order to better understand miRNAs, it is increasingly 

necessary to measure their functional similarity and thus to 
infer novel potential functions for miRNAs. Human miRNAs 
have been grouped into 46 families on the basis of hairpin 
sequences conservation by Rfam [10], and 60 families accord-
ing to pre-miRNAs sequence and secondary structures by 
using FOLDALIGN [11]. Many human clusters containing 
miRNAs without sequence homology was found [12] which 
indicating the current strategies for measuring miRNA simi-
larity have some flaws. Since miRNA-mRNA duplex allows 
mismatch, and target recognition only matches the 6-8nt long 
seed region, miRNAs with similar sequences and pre-
miRNAs with similar structures may have distinctive func-
tions. Therefore, a new method for measuring miRNAs func-
tional similarity is necessitated. 

Gene Ontology (GO) is the de facto standard for annota-
tion of gene products. The relationship of different genes was 
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organized as a directed acyclic graph (DAG), making it feasi-
ble for quantitative semantic comparisons. Measuring gene 
functional similarity based on GO has been widely used in 
novel GO annotations [13,14], gene function prediction [15] 
and similarity measurement [16,17], microarray analysis [18], 
cluster analysis [19,20], pathway analysis [21,22], and locali-
zation prediction [23]. The powerfulness of GO semantic 
similarity measurement has been verified in terms of the cor-
relations with sequence similarities [24], gene expression 
profiles [25], and protein-protein interactions [26]. However, 
it is impractical to measure miRNAs functional similarity 
directly due to the lack of GO terms annotation of most 
miRNAs and the lack of functional annotation database [27] 
since most miRNAs functions remain unknown. Fortunately, 
most of the genes miRNAs regulated are well annotated, 
making it possible for inferring functional similarity of miR-
NAs based on their targets. The functions of miRNAs can be 
inferred by GO enrichment analysis of their predicted targets 
were reported [28,29], which also indicating that the func-
tional similarity of miRNAs can be measured by quantitative-
ly calculating the similarity of their target genes. 

Here, we proposed a new method for systematic study of 
miRNAs functional similarity. The fundamental concept of 
our method is based on the functions of miRNAs targets GO 
semantic similarities. We validated our method by comparing 
it with miRNA expression similarity and showed that clus-
tered miRNAs have functional relatedness through co-
function of targeting genes. The similarities obtained by our 
method are consistent with biological knowledge of miRNA 
functional relationship. 

2. Material and methods 

2.1 Human microRNA target prediction 

Experimental identification of target mRNAs is difficult, 
and TarBase [30] currently lists only 1093 verified target 
mRNAs for 110 human miRNAs. Due to the lack of experi-
mental targets of miRNAs, we used computational method 
for miRNA genome-wide target prediction in this study, 
where target genes were predicted by the algorithm of Proba-
bility of Interaction by Target Accessibility (PITA) [31]. PITA 
uses a thermodynamic model for miRNA-mRNA interaction 
that was scored by an energy score, ∆∆G, which equals to the 
difference between the energy expended on opening the tar-
get site structure, ∆Gopen, and the energy gained by forming 
the duplex, ∆Gduplex. ∆∆G correlates well with the experi-
mentally measured degree of mRNA suppression were re-
ported [31].  

Human miRNAs were downloaded from miRBase, version 
12 [9] and human genome was downloaded from UCSC, 
version 18 [32] which corresponds to the human genome 
build 36.1 assembled by NCBI. We extracted 3' untranslated 
region (UTR) sequences in a single FASTA format file. For 
genes missing 3'-UTR annotation, 800bp downstream anno-
tated end of the coding sequence were used as the putative 
UTR. Since miRNA-target interaction requires unpairing of 

bases flanking the targets, we used a flank of 3 upstream and 
15 downstream nucleotides when performing prediction. To 
reduce false positive, the prediction results were narrowed 
down using the criteria of 7-8 bases seed length, no G:U wob-
ble or loops, no mismatch and conservation score of 0.9 or 
higher. To assign an overall miRNA-target score, we comput-
ed the statistical weight to sum all the ∆∆G generated by dif-
ferent sites bounded to the same miRNA as defined in 
formula 1. Finally we screened out the results by ∆∆G below -
10 kcal/mol. ∆∆G is an energetic score, and the lower its val-
ue, the stronger of miRNA-target binding. ∆∆G < -10 
kcal/mol is expected to be functional in endogenous miRNA 
expression levels. 

2.2 Human microRNA functional similarities measurement 

For measuring functional similarities among miRNAs, we 
used GO annotation of their target genes to define the simi-
larity index.  

Here, we developed an R package called GOSemSim [33], 
which implemented five methods proposed by Resnik [34], 
Lin [35], Jiang [36], Schlicker [37], and Wang [38] 
respectively, and was extended to support 19 species, 
including Anopheles, Arabidopsis, Bovine, Canine, Chicken, 
Chimp, Coelicolor, E coli strain K12 and Sakai, Fly, Human, 
Malaria, Mouse, Pig, Rhesus, Rat, Worm, Xenopus, Yeast, 
and Zebrafish. The program is freely distributed under GPL2 
and can directly be installed from Bioconductor. The manual 
and source code are available at http://bioconductor.org/pack 
ages/release/bioc/html/GOSemSim.html. Since GOSemSim 
package only supports Entrez Gene identifier for measuring 
similarities among human genes, we used Bioconductor 
package biomaRt [39] to query BioMart [40] databases for 
mapping RefSeq identifiers to Entrez Gene identifiers. 
Molecular function ontology was used to annotate target 
genes, and Wang method was used to calculate similarity. 
Wang method was based on GO graph structure, and 
outperformed other algorithms based on information content 
and thus being more consistent with human perspectives 
[38]. In order to give a single distance between two miRNAs, 
we combined similarity scores of multiple target genes as 
defined in formula 2. Similarities between two gene sets 
associated with two miRNAs form a matrix. The similarity of 
these two miRNAs is the average of maximum row scores and 
column scores. We used this strategy and finally obtained 
pairwise semantic similarities among human miRNAs. 

 
(2) 

 (1) 
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2.3 Hierarchical clustering uncertainty assessment 

The resulting similarity scores were then clustered by R 
package Pvclust [41]. When performing clustering, pvclust 
used multi-scale bootstrap re-sampling to estimate the uncer-
tainty of cluster analysis which has been popular in phyloge-
netic analysis. The agglomerative method, average linkage, 
was used, and 10,000 bootstrap replications were run, with 
relative sample size from 0.5 to 1.4, incrementing in steps of 
0.1, for testing p-values. For a cluster with approximately 
unbiased (AU) p-value > 0.95, the hypothesis with "the cluster 
does not exist" is rejected with significance level 0.05. Rough-
ly speaking, these clusters not only "seem to exist" attributed 
to sampling error, but be stably observed when we increase 
the number of observation [41]. All clusters in this study were 
extracted with p-value > 0.95. 

3. Results and Discussion 

We used PITA algorithm to predict human miRNA targets, 
followed by a strict criteria to control the FDR, and then 
measured miRNA functional similarity by GOSemSim pack-
age. As a result, we obtained the pairwise functional similarity 
of 533 miRNAs which was provided as Supplemental File 1. 
The pairwise functional similarity of human miRNA reper-
toire was shown in Figure 1. The full size of Figure 1 was 
provided as Supplemental File 2.  

 

 
Figure 1. Human miRNAs functional similarities. 

MiRNAs with high functional similarity may tend to have 
similar expression profiles. Taking miRNA functional simi-
larity in pairs against expression similarity should show a 
positive relationship. For further evaluating the quality of our 
result, we study the relationship of miRNAs functional simi-
larity and expression similarity. We used Pearson's correla-

tion coefficients to calculate miRNA expression similarity by 
using miRNA expression profiles of 345 miRNAs in 40 nor-
mal human tissues obtained from Liang's investigation [42]. 
We classified miRNA pairs into separate groups according to 
functional similarity values by a step of 0.1, and calculated the 
average of functional similarity and expression similarity of 
each group, and then measured the correlation of functional 
similarity with expression similarity (see Supplemental File 
4). As expected, functional similarity obtained by our method 
showed positive correlation with expression similarity (r = 
0.6055), in which the functions of miRNAs can partially be 
explained by their expression level (r2 = 0.3666). 

The pairwise miRNAs functional similarity matrix was then 
clustered by Pvclust package. We obtained 44 Pvclust clusters 
with AU p-value > 0.95, containing 401 miRNAs. The result 
of cluster analysis with high p-value highlighted was provided 
as Supplemental File 3. 

Many miRNAs were reported to be associated with diseas-
es. It has been reported that miRNAs implicated in similar 
disease often have similar functions [27]. In our results, 
miRNAs associated to similar diseases were more likely to be 
grouped in the same cluster. For instance, in cluster 23, hsa-
miR-215 [43], hsa-miR-221 [44], hsa-miR-194 [45], hsa-miR-
193b [46], and hsa-miR-429 [47] were all reported to be asso-
ciated with adenocarcinoma. In cluster 44, hsa-miR-453 and 
hsa-miR-219 [48], hsa-miR-93 [49] were reported to relate 
with breast cancer; while in cluster 29, hsa-miR-30a, hsa-
miR-150, hsa-miR-223, and hsa-miR-600 were implicated to 
relate with Lupus Vulgaris [50]. 

MiRNAs conserved in evolution may regulate the cardinal 
biological process cooperatively. We identified that these 
miRNAs are tend to cluster together. For example, in cluster 
24, hsa-miR-300, hsa-miR-495, hsa-miR-154, and hsa-miR-
496 were reported to be conserved in genomes of human, 
chimp, mouse, rat, dog, and cow [51]. In cluster 33, hsa-miR-
410, hsa-miR-377, hsa-miR-668, and hsa-miR-381 are con-
served in many mammalian genomes and believed to act 
cooperatively [51]. Transposable elements (TEs) contribute 
to the evolution dynamics of miRNAs. We found that hsa-
miR-325 and hsa-miR-545 derived from TE L2 [52] were 
grouped to cluster 30. 

Many mammalian viruses have been shown to modulate 
the expression of host cellular miRNAs [53]. MiRNA expres-
sion profiles altered by viruses form a novel regulatory layer, 
and these miRNAs can be grouped to partially reveal the 
cross-talk between host and virus. In our clustering result, 
hsa-miR-181a and hsa-miR-15a that were altered in stable 
hepatitis B virus expressing cell line [54] were identified in 
cluster 33. Hsa-miR-24 and hsa-miR-638 that were found to 
have expression changes during in vitro acute hepatitis C 
virus infection [55] were grouped in cluster 25. 

The clustering results obtained by our method were con-
sistent with many other investigations, suggesting that our 
method is reliable to calculate functional similarities and 
sensible to cluster miRNAs. The clustering results are useful 
to reveal functional diversity of miRNA families. 
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As described previously, the target genes of miRNA were 
predicted by PITA algorithm, and our current results were 
consistent with biological data. Therefore, we can predict 
novel miRNA functions by miRNA pairs with high similari-
ties or by the GO enrichment analysis of the corresponding 
miRNA cluster. For instance, we predicted novel miRNA 
functions with similarities above 0.8. Many of them were 
supported by newly published literature. For example, hsa-
miR-107 and hsa-miR-103 regulate lipid metabolism [56], 
hsa-miR-449 and hsa-miR-203 regulate pRb-E2F1 activity 
[57, 58], hsa-miR-200b and hsa-miR-429 regulate EGF-
driven invasion [59], etc. We also used the cluster infor-
mation to globally assign the predicted functions to novel 
miRNAs. GO enrichment analysis were performed in all 
miRNA clusters, and all the enriched GO terms represent 
each miRNA cluster with their corresponding p-values and 
other information were provided in Supplemental File 5. 
Here, we took cluster 23 as an example. After the hypergeo-
metric test, we select the over-represented  GO terms of target 
genes by p-value < 0.001. Consequently, we can identify 
miRNAs grouped in cluster 23 to have functions of repressing 
binding, especially the protein binding, metal ion binding 
and cation binding. Overall, the method presented in this 
study can be used to predict potential functions of newly 
identify miRNA and to discover potential miRNAs involved 
in important pathways. 

4. Concluding remarks 

In summary, we proposed a novel method for inferring the 
functional similarities of human miRNAs by integrating the 
information provided by miRNA target prediction algorithm 
PITA with Gene Ontology annotation data. The significant 
miRNA families were also analyzed. This method can be ex-
tended to measure miRNA functional similarities of other 
species. The current method relies on the prediction of target 
sites that may contain false positives as well as false negatives 
and thus may bring bias to some extent. However, target 
prediction algorithms are necessary when predicting func-
tions of newly identify miRNA. In the future, a more robust 
and reliable miRNA clustering may be obtained when com-
prehensive experimental miRNA-targets data are available. 
We believe that with the rapid increase of experimental miR-
NA-mRNA deposited in TarBase and the improvement of 
target prediction algorithms, our method will provide high 
quality miRNA similarity measurement with high sensitivity 
and specificity. 

5. Supplementary material 

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/21/0 
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This work describes the extraction of the Apolipoprotein A-I (ApoA-I) from human plasma using the cloud 
point extraction (CPE). The CPE was carried out with a nonionic surfactant (5% w/v Triton® X-114), and 
the presence of a salting-out effect (10% w/v NaCl) promoted biocompatible separation conditions at room 
temperature and pH 6.8. The ApoA-I present in the surfactant-rich phase was identified by tandem mass 
spectrometry after two-dimensional gel electrophoresis. 
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1. Introduction 

Besides other applications [1,2], surfactants are also em-
ployed for the extraction of different biomolecules presenting 
hydrophobic characteristics [3,4]. They allow selective and 
efficient separation of proteins, especially membrane pro-
teins, which cannot be easily extracted from sample matrix 
using milder treatments, exploiting the cloud point (CP) 
phenomenon [5]. 

CP phenomenon occurs due to the reduction of the surfac-
tant monomers solubility, which is caused by the increase of 
ionic strength and/or temperature of the solution [6,7,8], 
resulting in the aggregation of micelles and formation of two 
apparently immiscible phases, one presenting high surfactant 
concentration, termed surfactant-rich phase and other with 
low surfactant concentration, called surfactant-poor phase 
[9,10]. Due to differences in polarity, hydrophobic proteins 
are expected to be present in surfactant-rich phase and the 
hydrophilic ones in the surfactant-poor phase, if dimensional 

aspects and the concentration of the protein are not taken 
into account [3,11].  

The most common adopted strategy to promote phase sep-
aration when extraction of proteins is desired consists in the 
adjustment of the ionic strength of the medium by adding 
kosmotropic ions to the solution, exploiting the salting-out 
effect. This procedure minimizes protein denaturation allow-
ing phase separation at low temperature [12,13]. The use of 
nonionic surfactants, which separate phases at low tempera-
tures [14], such as some surfactants from Triton® series, can 
be another alternative for this purpose [15-17]. 

Different strategies are recently described in the literature 
demonstrating the feasibility of cloud point extraction (CPE) 
for the separation of different classes of proteins at laborato-
rial or industrial scale [18-21]. The application of nonionic 
molecules consists is the most widespread alternative and can 
include separations based on the polarity [9], excluded vol-
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umes [22] or the charge of the proteins [23]. However, few 
applications are found using complex matrices, such as milk 
derivates [9,24] and human blood plasma [25]. 

Particularizing the discussion about blood plasma, this ma-
trix presents proteins with different concentrations ranges 
and physical characteristics. In this way, the selective removal 
of specific proteins or classes of proteins consists in a funda-
mental step in sample preparation procedures applied for 
several studies, such as proteomics [26,27].The application of 
an optimized CPE procedure can be an interesting alternative 
for amphiphatic blood proteins isolation due to the interac-
tion of these macromolecules with the hydrophobic interior 
of micelles using a simple analytical procedure previously 
optimized. As a model of amphiphatic blood protein, one can 
mention Apolipoprotein A-I (ApoA-I) which is found in 
blood as the major component of high-density lipoproteins 
(HDL) of plasma [28] being its concentration around 100-150 
mg dL-1 [29]. Besides acting in lipid binding and formation 
of HDL, ApoA-I contributes to cellular cholesterol efflux and 
the activation of lecithin: cholesterol acyltransferase (LCAT) 
[23]. 

In this way, the main goal of this work was to develop a 
simple, efficient and inexpensive CPE method for ApoA-I 
extraction from human plasma including the further protein 
characterization using mass spectrometry to point out the 
potentialities of CPE for purification of amphiphatic proteins 
from a complex matrix. 

2. Material and methods 

2.1 Reagents and samples. 

The nonionic surfactant polyethylene glycol tert-
octylphenyl ether (Triton® X-114) was obtained from Sigma-
Aldrich (Steinheim, Germany). NaCl, KH2PO4/NaOH buffer 
and acetone were of analytical grade (Merck, Darmstadt, 
Germany or J.T. Baker, Phillispsburg, USA). The reagents for 
electrophoresis were from Amersham Biosciences (Uppsala, 
Sweden), and the mass spectrometry grade trypsin was from 
Promega (Madison, USA). All solutions were prepared with 
deionized water (≥ 18.2 MΩ cm) using a Milli-Q water purifi-
cation system (Millipore, Bedford, USA). 

Human plasma was supplied by the Clinical Hospital of 
Unicamp, which promoted the control of the absence of dis-
ease. The bags of plasma were received in our laboratory with 
a seal of approval. The plasma was sonicated for 15 min and 
aliquots of 15 mL were frozen at –18 ºC in separated flasks. 
During the experiments, defrosted aliquots were never refro-
zen to avoid protein precipitation. 

2.2 Phase separation procedure and surfactant removal. 

Sodium chloride (0.83 g) was dissolved using a vortex mix-
er in glass tubes containing 8 mL of 5 % (w/v) Triton® X-114 
and 200 μL of 0.1 mol L-1 KH2PO4 / NaOH at pH 6.8. A vol-
ume of 100 μL of plasma was then added, the mixture was 
homogenized again, and the glass tubes were centrifuged at 
1780 g for 10 min to accelerate phase separation. The upper 

and the lower phases were called surfactant-rich and poor 
phases, respectively. The temperature was ca. 25 ºC for all 
experiments. 

Surfactant removal for total protein quantification accord-
ing to the Bradford´s method [30] was carried out as follows: 
for quantification of total proteins present in the surfactant-
rich phase, 1 mL of the phase was added to 8 mL of ice-cold 
acetone in an ice bath, and incubated on ice for 1 h. The su-
pernatant was removed, the pellet dried at room temperature 
and dissolved into 1 mL of KH2PO4 / NaOH buffer at pH 6.8. 
Proteins contained in the surfactant-poor phase were directly 
quantified without removing the surfactant, since that its 
concentration was considered negligible [5]. 

After protein quantification, partition coefficients (Kp), de-
fined as the ratio between protein concentration in surfac-
tant-rich and -poor phases, respectively, were determined for 
each studied system to obtain favorable ApoA-I extraction 
conditions.  

2.3 Gel electrophoresis separation. 

Sodium dodecyl sulphate gel electrophoresis (SDS-PAGE) 
was used to evaluate protein fractions present in the surfac-
tant-rich and -poor phases. For protein precipitation, 8 mL of 
ice-cold acetone was added to 1 mL of the surfactant-rich 
phase in an ice bath. This mixture was then incubated for 1 h. 
Then, the supernatant was removed, the precipitate dried at 
room temperature and dissolved into 1 mL of 0.05 mol L-1 
Tris-HCl buffer containing 13.6 % (w/v) glycerol, 2.7 % (w/v) 
SDS, and 5.4 % (v/v) β-mercaptoethanol at pH 6.8. The sur-
factant-poor phase (500 μL) was directly diluted with 500 µL 
of the same buffer solution. SDS-PAGE separation employed 
a lab cast 10 % (w/v) polyacrylamide gel of 1.5 mm (Amer-
sham Biosciences, Uppsala, Sweden). A constant voltage of 90 
V and 25 mA were applied overnight for protein separation. 
Protein masses of 5.2 and 10.5 μg were applied to each lane, 
considering the surfactant-rich and -poor phases, respective-
ly. The protein marker (#SM0431, MBI Fermentas, Hanover, 
USA) was used for molar mass estimation. 

The presence of ApoA-I in the surfactant-rich phase was 
also checked by two-dimensional gel electrophoresis (2D-
PAGE). For this task, 20 mL of this phase was precipitated 
with acetone following the precipitation procedure already 
described. The precipitate was dissolved in a mixture contain-
ing 7 mol L-1 urea and 2 mol L-1 thiourea, and immediately 
desalted using a PD-10 column (Amersham Biosciences, 
Uppsala, Sweden) containing SephadexTM G-25 for remov-
ing the excess of phosphate, chloride and sodium. Finally, the 
desalted solution was lyophilized and dissolved using a buffer 
containing 7 mol L-1 urea, 2 mol L-1 thiourea, 2 % (w/v) 
CHAPS, 0.002 % (w/v) bromophenol blue, 0.5 % (v/v) am-
pholytes (pH 3-10) and 1 % (w/v) DTT. A 250-μL buffered 
sample was kept overnight in contact with a 13-cm IPG strip 
(ImmobilineTM DryStrip, Amersham Biosciences, Uppsala, 
Sweden, pH 3-10). An isoelectric focusing procedure was 
carried out in a Multiphor II system (GE Healthcare) totaliz-
ing 16000 V h. Then, proteins were reduced and alkylated 
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according to Garcia et al. [31] followed by separation in the 
second dimension using the same procedure already de-
scribed for SDS-PAGE. 

The gels obtained were stained with colloidal CBB G-250 
[32] and scanned using an ImageScanner II (Amersham Bio-
sciences, Uppsala, Sweden) with the densitometer operating 
at 300 dpi. The software Gel-Pro Analyzer 3.1 (Media Cyber-
netics, Maryland 20910, USA) was used for analyzing the 
bands in the SDS-PAGE, and the ImageMaster 2D Platinum 
6.0 software (GeneBio, Geneva, Switzerland) was employed 
for data treatment of the separation by 2D-PAGE. 

2.4 Tandem mass spectrometry analysis.  

Spots manually removed from the gel were digested using a 
micro SPE plate containing a peptide affinity resin – Mon-
tage® In-Gel digestZP kit (Millipore, MA, USA), according to 
the manufacturer’s recommendations. 

The digested proteins were analyzed using the dried droplet 
method [33]. For this task, 1 µL of each sample was mixed 
with 1 µL of MALDI matrix (1 % w/v α-cyano-4-
hydroxycinnamic acid dissolved into 1:1 v/v acetonitrile: 
water solution, containing 0.1 % v/v TFA). The mixture was 
spotted to a MALDI plate and dried at room temperature 
until complete solvent evaporation. 

Mass spectra were acquired in a MALDI-Q-TOF Premier 
mass spectrometer (Waters – Micromass, Manchester, UK), 
and obtained in the positive mode using a Nd:YAG laser (337 
nm) MALDI source. LockMass correction was performed 
with PEG 800 in the lock mass spot. Argon was used as colli-
sion gas and a typical collision energy (34 - 161 eV) was em-
ployed. The instrument was controlled by MassLynx 4.1 
software. 

Peptide mass data were analyzed for corresponding protein 
matching in the MSDB database with oxidation of methio-
nine as variable modification, carbamidomethylation of cys-
teine as fixed modification, ± 0.1 Da peptide and fragment 
mass tolerance, and a maximum of one missed cleavage site 
setting on the MASCOT Server database search engine (Ma-
trix Science, London, UK) [34]. The significance threshold 
was set at P < 0.05, corresponding, in this case, to a minimum 
MASCOT score of 47. Additional confirmation of protein 
molar mass based on gel electrophoresis experiments was 
performed. 

3. Results and Discussion 

Effect of Triton® X-114 concentration. 

The Figure 1 shows the partition coefficients (Kp) as a func-
tion of Triton® X-114 concentration (2-15 % w/v). Variations 
in the Kp values (0.21 ± 0.02 and 0.57 ± 0.05 for 2 and 15 % 
w/v Triton® X-114, respectively) were observed when the Tri-
ton® X-114 concentration increased by a factor of ca. seven. 
Considering the difficulty to manipulate a 15 % (w/v) Triton® 
X-114 solution (the higher Kp value observed) due to its high 
viscosity, and due to the Kp value remained almost constant 
between 5 and 10 % (w/v), a 5 % (w/v) Triton® X-114 concen-
tration was then used as the optimal condition. 

Proportion of volume between sample and surfactant solution. 

According to the Figure 1, the partition coefficient in-
creased when surfactant concentrations were raised. Howev-
er, as commented before, the highly viscous surfactant solu-
tion is difficult to handle, while 5 % (w/v) Triton® X-114 was 
possibly not enough to extract higher quantities of protein 
contained in a certain volume of the human plasma. In the 
Figure 1, for example, the results were obtained using 2 mL of 
sample volume. Thus, the total protein mass was changed, 
ranging sample volumes from 50 to 2000 µL, keeping the 
surfactant concentration constant. These experiments al-
lowed determining the proportion between sample volume 
and solution volume of the surfactant. The proportions 1:160, 
1:80, 1:40, 1:16, 1:8 and 1:4 related to sample volume: surfac-
tant solution were evaluated. By decreasing this proportion, a 
decrease in the partition coefficient was observed from 0.62 ± 
0.02 to 0.30 ± 0.01 when 1:80 and 1:4 were respectively used 
(results not shown). Protein aggregation at higher concentra-
tions can be happen, decreasing the migration of proteins to 
the surfactant-rich phase. Then, 1:80 was fixed as sample 
volume:surfactant solution proportion. 

Effect of NaCl concentration. 

The effect of electrolytes on phase separation of nonionic 
surfactants is well known. The electrolyte salts out the poly-
oxyethylated surfactants by dehydration [35,36], decreasing 
the cloud point temperature. In this way, NaCl concentra-
tions were evaluated from 6 to 12 % (w/v) range and two 
phases were visually formed at room temperature (25 ºC).  

The Figure 2 shows the partition coefficient (Kp) as a func-
tion of NaCl concentration. It was observed an increase in Kp 
as NaCl concentration was raised, a constant behavior be-
tween 10-12 % (w/v). This behavior can be explained due to 
the volumes of surfactant-rich phases obtained after the two 
phase separations. When the NaCl concentration was in-
creased, smaller volumes of surfactant-rich phase (2.5 mL at 6 
% and 1.2 mL at 12 % w/v) were observed (results not 
shown). For small surfactant-rich phase volumes, it was sup-
posed that the proteins are distributed into a small volume, 

 

Figure 1. Partition coefficient as a function of Triton® X-114 concen-
trations using 2 mL of sample volume, 10 % (w/v) NaCl, 20 min of 
contact time and pH 7.2. 
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the preconcentration of the proteins being naturally obtained, 
and the partition coefficient value increased. In this context, 
because of a constant behavior of Kp above 10 % (w/v) NaCl, 
this concentration was used for subsequent separations. 

Effect of contact time and pH. 

After mixing all reagents, the partition coefficient remained 
constant from 0 to 30 min evaluated range, demonstrating 
that the extraction equilibrium was quickly attained. This 
results is according to the literature, where only slight varia-
tions in the alcohol dehydrogenase activity were found when 
increasing the contact time from 1 to 11 min [37], and from 
10 to 50 min for albumin extraction [20]. Thus, a shorter 
contact time between protein and surfactant aggregates is 
preferable. 

Few reports in the literature using the cloud point method 
[20,38,39] describe the influence of the pH value on protein 
extraction. On the other hand, most protein extraction meth-
ods are pH dependent. The pH can change the charge of 
chemical groups present on side chains of the amino acids, 
modifying the net global charge of the protein. The number 
of charged groups on the protein molecule surface varies by 
changing the pH, which implies in the modifications in pro-
tein structure [40]. This behavior also changing surfactant 
micelles and protein interactions and, consequently, the par-
tition coefficient. 

Saitoh and Hinze [41] reported hydrophobic membrane 
protein extraction over pH 5.5 to 6.5 using a zwitterionic 
surfactant C9-APSO4; however, hydrophilic proteins were 
not extracted at this pH range. In the present work, the effect 
of pH was then evaluated over the physiological pH range 
(6.4 – 7.4) with the goal in maintaining the protein structure. 
The partition coefficients ranged from 0.49 ± 0.08 for pH 6.4 
to 0.33 ± 0.05 for pH 7.4, respectively. Because the small vari-
ation of Kp in the pH range studied, the process was carried 
out at pH 6.8 (Kp = 0.48 ± 0.04). 

PAGE profile and ApoA-I identification. 

Figure 3 shows the bands of the proteins present in the sur-
factant-rich and -poor phases, after the optimized extraction 
by cloud point (5 % w/v Triton® X-114, 100 µL of sample vol-
ume, 10 % w/v NaCl, contact time < 1 min and pH 6.8). Ac-
cording to this figure, surfactant-rich phase did not present 
protein bands at molar masses higher than 100 kDa (see lane 
3), indicating a poor interaction between the surfactant mi-
celles and these proteins. Two bands (lane 3) were observed 
in the surfactant-rich phase. The R2 band may be attributed 
to albumin (ca. 66 kDa), which presents high concentration 
in human plasma (51-71 % of total protein) [42], contributing 
to its extraction to this phase. Even considering that albumin 
presents remarkable hydrophilic characteristics, its presence 
in the surfactant-rich phase is inherent to CPE since this 
phase is somewhat hydrated. The R1 band (ca. 27 kDa) is 
attributed to the ApoA-I protein, and the densitometric anal-
ysis (N=9) reveled that this band presents ca. 174 ± 6 ng of 
protein. Additionally, this protein can also be observed in the 
surfactant-poor phase (lane 4). 

Mass spectrometry analyses were performed to confirm the 
identity of ApoA-I present in surfactant-rich phase after sep-
aration using two-dimensional gel electrophoresis. In this 
case, the success on protein characterization depends on the 
adopted separation strategy. In this way, the use of a multi-
dimensional separation system avoids the overlap of different 
protein bands in the same region of the gel and allows ade-
quate correlation with proteins contained in protein data-
banks. 

Two-dimensional electrophoretic profile obtained for the 
proteins contained in surfactant rich-phase is shown in Fig-
ure 4. Analysis of spot A allowed identification of three pep-
tides, described in Table 1, which had their primary sequence 

 

Figure 2. Partition coefficient as a function of NaCl concentration 
using 5 % (w/v) Triton® X-114, 100 µL of sample volume, 20 min of 
contact time and pH 7.2. 

 
Figure 3. SDS-PAGE of proteins fractions obtained with the opti-
mized conditions using the cloud point extraction. Lane 1 = plasma 
matrix without phase separation; Lane 2 = standard molar mass 
markers; Lane 3 = surfactant-rich phase (5.2 µg); Lane 4 = surfac-
tant-poor phase (10.5 µg). Albumin and ApolipoproteinA-I are rep-
resented by R1 and R2, respectively. 
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revealed by tandem mass spectrometry, through spectra 
shown in Figure 5. In fact, those three identified peptides 
correlate with ApoA-I protein (access code CAA00975), cor-
respond to a coverage of 12% of the primary structure of the 
protein (with a MASCOT score of 97). The theoretical mass 
(28061 Da) obtained from MSDB databank is in accordance 
to the experimental value obtained after 2D-PAGE separation 

(ca. 26650 Da), indicating that the variation between theoret-
ical and experimental masses is lower than 5%. 

4. Concluding remarks 

An alternative method for ApoA-I extraction from human 
plasma based on a cloud point strategy was developed. Bio-
compatible conditions were used for ApoA-I separation, such 
as room temperature and pH 6.8, with 5 % (w/v) Triton® X-
114 and 10 % (w/v) NaCl. At optimized conditions, the parti-
tion coefficient (ca. 0.5), calculated from the total protein 
concentration, indicates a relatively low affinity of the human 
plasma proteins and surfactant aggregates. However, the 
electrophoretic separation by 2D-PAGE related to those pro-
teins in the surfactant-rich phase presented a clear gel, identi-
fying the presence of the target protein (ApoA-I), which was 
successfully extracted to this phase. The band of ApoA-I was 
also observed in the surfactant-poor phase through SDS-
PAGE analysis. The small amount of the surfactant present in 
the poor phase can explain this behavior. 

The similarity of this procedure with that one previously 
published [14], demonstrates its robustness, what should be, 
in our opinion, the target of any analytical proteomic ap-
proach.  

Table 1. ApoA-I peptides identified by tandem mass spectrometry. 

Experimental m/z value Experimental molecular mass (Da) Theoretical molecular mass (Da) Peptide 

1012.5754 1011.5681 1011.5713 K.AKPALEDLR.Q 

1226.5383 1225.5310 1225.5364 -.DEPPQSPWDR.V 

1301.6343 1300.6270 1300.6411 R.THLAPYSDELR.Q 

    
 

 
Figure 5. Fragment ion spectra and fragmentation profile obtained for identified peptides shown in Table 1. 

 

Figure 4. Separation of the proteins present in the surfactant-rich 
phase by two-dimensional gel electrophoresis. Spot in region A in-
dicates ApoA-I protein, while region B represents albumin. 



JIOMICS | VOL 1 | ISSUE 1 | FEBRUARY 2011 

55-60: 60 

Finally, the procedure can easily be scaled-up, employing a 
simple, fast (ca. 15 min) and low cost method (US$ < 0.50 per 
sample) for ApoA-I separation. Additionally, it can be con-
sidered a less aggressive process compared to traditional 
methodologies due to the use of nonionic surfactants only 
and simple electrolytes. 
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Central to the study of chromosome biology are techniques that permit the purification of small chromatin sections for analysis of associated 
DNA and proteins, including histones. Chromatin purification protocols vary greatly in the extent of chemical cross-linking used to prevent 
protein dissociation/re-association during isolation. Particularly for genome-wide analyses, chromatin purification requires a balanced level of 
fixation that captures native protein-protein and protein/DNA interactions, yet leaving chromatin sections soluble and accessible to affinity 
reagents. We have applied a relative quantification methodology called I-DIRT (isotopic differentiation of interactions as random or targeted) 
for optimizing levels of chemical cross-linking for affinity purification of cognate chromatin sections. We show that fine-tuning of chemical 
cross-linking is necessary for isolation of chromatin sections when minimal histone/protein exchange is required. 

Keywords: Cross-linking; Histone; Chromatin; Affinity Purification. 

Abbreviations 

I-DIRT, isotopic differentiation of interactions as random or targeted; MALDI, matrix-assisted laser desorption ionization; FA, 
formaldehyde; ChIP, chromatin immunoprecipitation; ChIP-chip, chromatin immunoprecipitation with DNA chip readout; 
ChIP-seq,chromatin immunoprecipitation with DNA sequencing readout. 

1. Introduction 

The eukaryotic genome is highly organized into transcrip-
tionally active or repressive chromatin compartments, which 
consist of repeating octamers of histones called nucleosomes. 
Access to these regions may be epigenetically regulated in 
part by covalent post-translational modifications (PTMs) of 
histone proteins [1]. Histone PTMs are proposed to act as 
chemical flags that functionally partition chromatin through 
direct binding/targeting of protein complexes with distinct 
properties [2]. The field of chromatin biology employs tech-
nologies like ChIP (chromatin immunoprecipitation), affinity 
purification of protein/histone complexes for proteomic 
analysis, and more recent technology that allows for the puri-
fication of chromosome sections for proteomic analysis [3-5]. 
Central to each of these techniques is the purification of 
chromatin sections with cognate histones. To overcome the 

inherent exchange of histones and other proteins during the 
isolation of chromatin sections, investigators utilize in vivo 
chemical cross-linking with agents such as formaldehyde. 
However, a quantitative analysis of the level of protein ex-
change has not been reported. Additionally, the purification 
of a chromatin bound protein complex can be challenging as 
too much cross-linking renders the complex insoluble, while 
too little cross-linking does not trap less stable protein inter-
actions [6].  

Here we utilize an isotopic labeling approach with affinity 
purification to readily gauge levels of histone exchange in 
purified chromatin samples. The approach described is an 
application of our previously reported I-DIRT (isotopic dif-
ferentiation of interactions as random or targeted) technolo-
gy (Fig. 1) [7]. The fundamental basis of I-DIRT is the mixing 
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of an isotopically light, affinity tagged cell lysate with an iso-
topically heavy, non-tagged cell lysate – such that proteins 
purifying with the tagged, isotopically light protein are exclu-
sively isotopically light, while those purifying non-specifically 
are a 1:1 mix of light and heavy proteins. The 1:1 mix ob-
served for non-specifically associating proteins can be corre-
lated to proteins that readily exchange during the time course 
of the affinity purification. Other approaches similar to I-
DIRT have also been applied to study specific protein interac-
tions in the presence of cross-linking [8-10]. One example of 
these approaches is the quantitative analysis of tandem affini-
ty-purified in vivo cross-linked protein complexes (QTAX) 
strategy that utilizes extensive chemical cross-linking and 
stringent immunopurification [8]. I-DIRT and other strate-
gies have been used to analyze functional protein complexes, 
but not specifically to analyze structures like chromatin. In 
the work reported here, we chose to use our I-DIRT strategy 
to follow the exchange of histones during the purification of 
small chromatin sections. We show that in vivo chemical 
cross-linking is necessary to prevent histone exchange during 
chromatin purification, and the approach presented provides 
the methodology to study histone exchange dynamics for 
techniques requiring the purification of cognate chromatin 
sections. 

2. Material and methods 

Saccharomyces cerevisiae HTB1::TAP-HIS3 BY4741 (Open 
Biosystems) cells were grown in isotopically light synthetic 
media, while an arginine auxotrophic strain (arg4::KAN 
BY4741, Open Biosystems) was grown in isotopically heavy 
synthetic media (13C6 arginine, 80 mg/L, Cambridge Isotope 
Laboratories, CLM-2265).  Synthetic media consisted of 6.7 
g/L yeast nitrogen base without amino acids (Sigma), 2 g/L 
synthetic drop-out media minus lysine (US Biological), 80 
mg/L lysine (Fisher) and 20% (w/v) glucose (Fisher). Both 
strains were grown to ~3 x 107 cells/mL at 30°C, cross-linked 
for 5 minutes with formaldehyde (0, 0.05, 0.25 or 1.25% for-
maldehyde (Sigma)), and quenched for 5 minutes with 125 
mM glycine. Cells were harvested, frozen as pellets in liquid 
nitrogen, mixed 1:1 (isotopically light cells: heavy cells) by 
cell weight, and co-cryogenically lysed with a Retsch MM301 
mixer mill. One gram of each lysate (equivalent to ~1.5 x 1010 
cells) was re-suspended in 5 mL of affinity purification buffer 
(20 mM HEPES pH 7.4, 300 mM NaCl, 0.1% tween-20, 2 mM 
MgCl2, and 1% Sigma fungal protease inhibitors). Chromo-
somal DNA was sheared to ~800nt sections with a Bioruptor 
(Diagenode). The Bioruptor was set to 12 cycles of 30 seconds 
with sonication followed by 30 seconds without sonication, 
set to the “high” sonication option, and maintained at 4ºC 
with a circulating water bath. The resulting lysates were clari-
fied by centrifugation (2,500 x g) for 10 min. H2B-TAP was 
collected from the supernatants with 4 mg of IgG-coated 
Dynabeads (Invitrogen) for 4 hours at 4°C [6]. Beads were 
washed 5-times with affinity purification buffer and treated 
with 0.5 N ammonium hydroxide / 0.5 mM EDTA to elute 
proteins. Eluted proteins were lyophilized, re-suspended in a 
reducing SDS-PAGE loading buffer and heated at 90°C for 20 
min (which provided for reversal of formaldehyde cross-
links).     

Proteins were resolved on 4-20% Novex Tris-Glycine gels 
(Invitrogen), visualized by colloidal Coomassie staining and 
the region of the gel containing core histones was excised as 
2-mm bands for protein identification. Proteins were digested 
in-gel with 100 ng trypsin (Roche) and peptides were subject-
ed to tandem mass spectrometric analysis with a coupled 
Eksigent NanoLC-2D and Thermo LTQ-Orbitrap mass spec-
trometer [6]. Briefly, peptides were eluted from a New Objec-
tive IntegraFrit column (10 cm, 50 µm ID) packed with 4 µm 
Phenomenex Jupiter Proteo resin over 50 minutes with a 
gradient of 0.1% acetonitrile / 0.1% formic acid to 75% ace-
tonitrile / 0.1% formic acid (0.5 µL/min flow rate) and frag-
mented at 35% collision energy. Precursor ions were meas-
ured in the Orbitrap mass analyzer, while peptide fragmenta-
tion and fragment ion detection occurred in the linear ion 
trap. A Mascot (version 2.2.03) database search identified 
isotopically light and heavy arginine containing histone pep-
tides.   Database parameters were as follows: precursor ion 
tolerance 10 ppm, fragment ion tolerance 0.6 Da, fixed modi-
fication of carbamidomethyl on cysteine, variable modifica-
tion of oxidation on methionine, and 2 missed cleavages pos-
sible with trypsin (see Supplemental Table 1 for a list of all 

 
Figure 1. I-DIRT analysis of histone exchange during chromatin 

purification. H2B-TAP cells were grown isotopically light (12C6-

Arg), while non-tagged cells were grown isotopically heavy (13C6-

Arg). Cultures were treated with various levels of formaldehyde. 

Cells were harvested independently and mixed 1:1 for co-cryogenic 

lysis. Chromatin was sheared and then affinity purified on IgG coat-

ed Dynabeads. Co-purifying histones were resolved by SDS-PAGE 

and the ratios (isotopically light to heavy arginine containing histone 

peptides) were measured with high resolution mass spectrometry. 
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proteins identified). Monoisotopic peak areas were extracted 
for each of the arginine containing histone peptides from the 
raw data files using Qual Browser version 2.0 (Thermo) and 
the percent isotopically light peptide was calculated (Supple-
mental Table 2). For each histone reported, multiple argi-
nine-containing peptides were identified and the average 
percent isotopically light is reported. 

3. Results and Discussion 

We investigated the utility of in vivo chemical cross-linking 
with formaldehyde for preventing histone exchange during 
chromatin purification. Chemical cross-linking has been 
utilized to trap in vivo protein-protein and/or protein-DNA 
interactions for mass spectrometric analysis; however, exten-
sive cross-linking can render the chromatin insoluble [6]. To 
identify the amount of chemical cross-linking required to 
prevent histone exchange during chromatin purification, the 
relative quantitative affinity purification strategy I-DIRT 
(isotopic differentiation of interactions as random or target-
ed) was utilized (Figure 1) [7]. Saccharomyces cerevisiae cells 
containing a TAP-tagged histone H2B were grown in isotopi-
cally light synthetic media, while an arginine auxotrophic 
strain (arg4::KAN) was grown in isotopically heavy synthetic 
media (13C6 arginine). Both cultures were independently 
cross-linked with formaldehyde; and harvested cells were 
mixed 1:1 (isotopically light cells: heavy cells) for co-
cryogenic lysis. Chromosomal DNA was sheared to ~800nt 
sections (Figure 2A). As the percentage of cross-linking in-
creased the ability to shear genomic DNA decreased as shown 
in Figure 2A. Low levels of sheared DNA were detectable up 
to 1.25% formaldehyde cross-linking. The purification of 
these sheared chromosomal sections via H2B-TAP was fol-
lowed by western blotting (Figure 2B). As observed for DNA 
shearing in Figure 2A, increasing amounts of formaldehyde 
cross-linking showed a decrease in the ability to purify 
sheared chromatin. A cross-linking level of 1.25% formalde-
hyde was found to be near the upper limit of chemical cross-
linking that still provided for shearing and enriching chroma-
tin sections.   

Chromatin sections were next purified from ~1.5 x 1010 
cells (1:1 mixture of light H2B-TAP and heavy non-tagged 
cells) and proteins co-purifying with H2B-TAP were resolved 
by SDS-PAGE (Figure 2C). H2B-TAP, H2B, H2A, H3 and H4 
were visible by Coomassie staining and detected by mass 
spectrometry at each level of formaldehyde cross-linking 
tested. Proteins were digested in-gel with trypsin and pep-
tides were subjected to tandem mass spectrometric analysis 
with a coupled Eksigent NanoLC-2D and Thermo LTQ-
Orbitrap mass spectrometer [6]. A Mascot database search 
identified arginine containing histone peptides.  Monoisotop-
ic peak areas were extracted for each of the arginine contain-
ing histone peptides and the percent isotopically light peptide 
was calculated. The following numbers of arginine-
containing histone peptides were used for the percent isotop-
ically light calculation: histone H2B-TAP (100 peptides), H3 
(169 peptides), H2A (45 peptides), and H4 (95 peptides). If 

A 

 

B 

 
C 

 

Figure 2. Purification of formaldehyde cross-linked chromatin. (A) 

DNA shearing as a function of formaldehyde (FA) cross-linking. 

DNA was isolated from formaldehyde treated H2B-TAP cells, re-

solved by electrophoresis and visualized by ethidium bromide stain-

ing. (B) Affinity purification of chromatin was monitored by western 

blotting for H2B-TAP. P, lysate pellet; S1, pre-purification superna-

tant; S2, post-purification supernatant; AP, affinity purified. (C) 

Sheared chromatin was affinity purified then histones were resolved 

by SDS-PAGE, visualized by Coomassie staining and excised for mass 

spectrometric analysis/identification. 
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an arginine-containing histone peptide was identified more 
than once in the analysis, then each spectrum was used in the 
calculation of percent isotopically light peptides. Representa-
tive mass spectra for arginine containing peptides from H2B-
TAP and H4 are shown in Figure 3A & B. Reported and aver-
aged together in Figure 3C are both unmodified and post-
translational modification containing histone peptides from 
triplicate experiments. Levels of light peptides near 100% 
reflect minimal exchange of a protein during chromatin puri-
fication, while levels near 50% reflect rapid exchange. In Fig-
ure 3C, we show the average of ten non-specifically associat-
ing proteins, which are often observed as contaminants in 
affinity purifications (Rp59b, L39B, Ssb1, Rp52, Ssc1, Act1, 
Eno1, Hsc82, Ssa2, Fba1). The percent isotopically light for 
these non-specific proteins was approximately 50-60% - re-
flecting rapid exchange of these non-specifically associating 
proteins with the purified chromatin. Arginine containing 
peptides from H2B-TAP were exclusively light because the 
tagged protein was only expressed in the isotopically light 
culture (Figure 3A & C). Histone H2A showed minimal ex-
change with H2B-TAP, which indicates that the H2B/H2A 
interaction is stable with or without cross-linking. However, 
histone H3 and H4 showed a similar level of exchange (~10-
20%) from 0.05% to 0.25% formaldehyde cross-linking (Fig-
ure 3C). This level of H3/H4 exchange would significantly 
alter the purity of chromatin sections isolated for experi-
mental analyses such as chromatin immuno-precipitation. 
The similar level of exchange of H3 and H4 likely reflects the 
preferential affinity of these histones, which form the tetram-
eric core of the nucleosome. At 1.25% cross-linking, the his-
tone H3 and H4 showed no exchange. These results indicate 
that 1.25% formaldehyde cross-linking is necessary to elimi-
nate any histone exchange during chromatin purification. It 
is noted that the 1.25% formaldehyde is specific for yeast 
synthetic media, as other medias will require different levels 
of cross-linking in accordance to their amine or cross-linking 
moiety content. Thus, at 1.25% formaldehyde cross-linking in 
yeast synthetic media, soluble chromatin sections can be gen-
erated by sonication and isolated by affinity purification 
without histone exchange.  

We present the application of I-DIRT technology for de-
termining the level of histone dissociation/re-association 
during purification of chromatin. The technique will be 
broadly applicable for demonstrating purification of cognate 
chromatin sections in different cellular growth medias and 
with various in vivo chemical cross-linking reagents. Deter-
mining the optimal level of in vivo chemical cross-linking is 
needed to find the balance between solublizing the chromatin 
and preventing histone exchange. This greater emphasizes 
the need to optimize the level of in vivo cross-linking as one 
desires to prevent exchange while maximizing purification.  

4. Future perspectives 

Currently, the localization of proteins and histone PTMs 
on chromosomes is largely studied with techniques like 
ChIP-chip and more recently ChIP-seq. These technologies 

A B 

H2B-TAP H4 

 

C 

 

Figure 3. In vivo chemical cross-linking prevents histone exchange of 

cross-linked chromatin. Shown are representative mass spectra col-

lected with an Orbitrap mass analyzer for doubly charged peptides 

from histone H2B-TAP (A) and histone H4 (B). The percent isotopi-

cally light peptide (%L) is indicated. (C) Percentage isotopically light 

arginine containing histone peptides are reported as a function of 

formaldehyde (FA) cross-linking. The standard error from triplicate 

experiments is shown. Levels approaching ~100% indicate minimal 

exchange, while those at ~50% reflect rapid exchange. The average of 

ten rapidly exchanging / non-specific proteins is shown (non-

specific). 
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are quite powerful for the high resolution localization of a 
given protein or modified histone; however, they lack the 
ability to simultaneously identify all proteins bound and the 
combinatorial nature of the modified histones at a given 
chromosomal region. As the field matures, technology devel-
opment will move toward the isolation of sections of chroma-
tin for mass spectrometric analysis of cognate histones and 
bound proteins. Recent examples of this are the isolation of 
telomeric and origin of replication chromatin for mass spec-
trometric analyses [5,11]. The technique we report here will 
play a significant role in these types of studies as one would 
need to ensure that the purified chromatin is representative 
of the in vivo setting. 

5. Supplementary material 

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/26/39 
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Within a gene expression matrix, there are usually several particular macroscopic phenotypes of 
samples related to some diseases or drug effects, such as diseased samples, normal samples or 
drug treated samples. The goal of sample-based clustering is to find the phenotype structures or 
sub-structure of these samples. We present a novel method for automatically discovering clusters 
of samples which are coherent from a genetic point of view. Each possible cluster is characterized 
by a fuzzy pattern which maintains a fuzzy discretization of relevant gene expression values. 
Possible clusters are randomly constructed and iteratively refined by following a probabilistic 
search and an optimization schema. Evaluation of the proposed algorithm on publicly available 
microarray datasets shows high accuracy in spite of noise and the presence of other clusters. The 
results obtained support the appropriateness of using fuzzy logic to represent and filter gene 
expression values following an iterative approach. The proposed method complements our 
previous GENECBR system and both are freely available under GNU General Public License 
from http://www.genecbr.org/fpclustering.htm and http://www.genecbr.org/, respectively. 

Keywords: Microarray data; Fuzzy discretization; Gene selection; Simulated annealing. 

1. Introduction 

Following the advent of high-throughput microarray 
technology it is now possible to simultaneously monitor the 
expression levels of thousands of genes during important 
biological processes and across collections of related samples. 
In this context, sample-based clustering is one of the most 
common methods for discovering disease subtypes as well as 
unknown taxonomies. By revealing hidden structures in 
microarray data, cluster analysis can potentially lead to more 
tailored therapies for patients as well as better diagnostic 
procedures. 

From a practical point of view, existing sample-based 
clustering methods can be (i) directly applied to cluster 
samples using all the genes as features (i.e., classical 

techniques such as K-means, SOM, HC, etc.) or (ii) executed 
after a set of informative genes are identified. The problem 
with the first approach is the signal-to-noise ratio (smaller 
than 1:10), which is known to seriously reduce the accuracy 
of clustering results due to the existence of noise and outliers 
of the samples [1]. To overcome such difficulties, particular 
methods can be applied to identify informative genes and 
reduce gene dimensionality prior to clustering samples in 
order to detect their phenotypes. In this context, both 
supervised and unsupervised informative gene selection 
techniques have been developed. 

While supervised informative gene selection techniques 
often yield high clustering accuracy rates, unsupervised 
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informative gene selection methods are more complex 
because they assume no a priori phenotype information being 
assigned to any sample [2]. In such a situation, two general 
strategies have been adopted to address the lack of prior 
knowledge: (i) unsupervised gene selection, this aims to 
reduce the number of genes before clustering samples by 
using appropriate statistical models [3-5] and (ii) interrelated 
clustering, that takes advantage of utilizing the relationship 
between the genes and samples to perform gene selection and 
sample clustering simultaneously in an iterative paradigm.  

Following the second strategy for unsupervised informative 
gene selection (interrelated clustering), Ben-Dor et al. [6] 
present an approach based on statistically scoring candidate 
partitions according to the overabundance of genes that 
separate the different classes. Xing and Karp [1] use a feature 
filtering procedure for ranking features according to their 
intrinsic discriminability and irredundancy to other relevant 
features. Their clustering algorithm is based on the concept of 
a normalized cut for grouping samples in new reference 
partition. von Heydebreck et al. [7] and Tang et al. [8] 
propose algorithms for selecting sample partitions and 
corresponding gene sets by defining an indicator of partition 
quality and a search procedure to maximize this parameter. 
Varma and Simon [9] describe an algorithm for automatically 
detecting clusters of samples that are discernable only in a 
subset of genes. They use iteration between Minimal 
Spanning Tree based clustering and feature selection to 
remove noise genes in a step-wise manner while 
simultaneously sharpening the clustering. 

In this article we improve a previous initial work [10] by 
providing i) a complete mathematical formulation of the 
proposed method, ii) an evaluation of our method using two 
real datasets, herein referred as HC-Salamanca dataset [11] 
and Armstrong dataset [12] (see Sections 3.1 and 3.2 for a 
detailed description of these datasets), and iii) a comparison 
of the results obtained by the proposed method against the 
ones obtained by the standard hierarchical clustering 
algorithm for the same datasets. As introduced in [10], our 
clustering technique is based on the notion of genetic 
coherence of the each cluster, and this “coherence” is 
computed by taking into consideration the genes which share 
the same expression value through all the samples belonging 
to the cluster (which we term a fuzzy pattern or FP in short), 
but discarding those genes present due to pure chance (herein 
referred to noisy genes of a fuzzy pattern). The proposed 
clustering technique combines both (i) the simplicity and 
good performance of a heuristic search method able to find 
good partitions in the space of all possible partitions of the set 
of samples with (ii) the robustness of fuzzy logic, able to cope 
with several levels of uncertainty and imprecision by using 
partial truth values. 

2. Material and methods 

2.1 Overview of the proposed method. 

As mentioned above we propose a simulated annealing-
based algorithm for iterative class discovery. It uses a novel 

fuzzy logic method for informative gene selection. The 
interrelated clustering process carried out is based on an 
iterative approach in which possible clusters are randomly 
constructed and evaluated by following a probabilistic search 
and an optimization schema. Our clustering technique is not 
based on the distance between the microarrays belonging to 
each given cluster, but on the notion of genetic coherence of 
the own clusters. The genetic coherence of a given partition is 
calculated by taking into consideration the genes which share 
the same expression value through all the samples belonging 
to the cluster (we term this a fuzzy pattern), but discarding 
those genes present purely by chance (or noisy genes of a 
fuzzy pattern). The global view of the proposed method is 
sketched in Figure 2 and following sections give details about 
the mathematical background and proposed algorithm. 

2.2 Fuzzy discretization and fuzzy pattern construction. 

A fuzzy pattern is based on the fuzzy discretization given by 
three membership functions which are associated with each 
probe set in the microarray. Basically, for each probe set we 
consider three linguistic labels (Low, Medium and High levels 
of gene expression), each one associated with a polynomic 
function. Given a fixed value for the θ parameter (θ defines 
the threshold for the membership function from which a 
linguistic label is activated), the different labels are only 
activated in specific intervals within the whole range of 

 

Figure 2. Overview of the iterative class discovery method. This figure 
shows how, from the fuzzy discretization of the microarrays from raw 
dataset, the method performs a stochastic search, looking for a “good 
partition” of microarrays in order to maximize the genetic coherence 
of each one cluster within the tentative partition. The simulated 
annealing technique is used to implement this search. 
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variation of a gene’s expression level as shown in Figure 3. 
 For a specific probe set and a given value of the θ 

parameter, the label assigned to the gene’s expression level in 
a probe will be one of the following alternatives: 

� one of the three basic labels (LOW, MEDIUM and 
HIGH), if the numeric value is in only one of the 
associated intervals,  

� one of the two combined labels (LOW-MEDIUM or 
MEDIUM-HIGH), if the numeric value is at the 
intersection of two intersections,  

� the empty label, if the numeric value is in an interval 
where none of the labels are activated for the selected θ 
parameter. 

Therefore, for each gene probe set we are considering a 
universe of six possible symbols: ‘Low’ (L), ‘Low-Medium’ (L-
M), ‘Medium’ (M), ‘Medium-High’ (M-H), ‘High’ (H) and ‘*’ 
(empty), herein denoted by S = {s1, s2, s3, s4, s5, s6} where sj 
maps the j-th symbol in the list given above. 

Once the discretization of the whole microarray dataset D 
has been completed, given a subset of m microarrays, Dm = 
{x1, x2, …, xm} ⊆ D, which represents any target concept (a 
class within a classification or a group in a clustering), its 
associated fuzzy pattern is constructed by selecting those 
linguistic labels which are different to the empty label and 
have a relative appearance frequency in set Dm equal to or 
greater than the predefined ratio given by the π parameter 
(with 0 < π ≤ 1). Formally, for a specific gene gj (1 ≤ j ≤ N, 
where N is the number of probes in the microarray), the 
appearance frequency of any symbol s ∈ S in the set Dm, freqj 

(s), can be computed according to the following expression: 
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Then, the gene gj (with the label associated with the most 

frequent symbol smf) is selected as a candidate for the fuzzy 
pattern only if the most frequent symbol is different from the 
empty label and its appearance frequency is at least equal to 
the π parameter, namely, freqj (smf) ≥ π. Therefore, the 
parameter π controls the degree of exigency for selecting a 
gene in the fuzzy pattern, since the higher the value of the π 
parameter the fewer the number of genes which form the 
fuzzy pattern associated to the target concept Dm. 

Basically, our assertion is that a fuzzy pattern is able to 
capture the meaningful genes of any group of microarrays 
which are coherent from a genetic point of view. The 
underlying hypothesis is that any subtype of a given disease 
must necessarily have an internal genetic coherence, namely, 
those microarrays belonging to patients which suffer from 
one specific subtype, should share a large number of genes 
(i.e., present a similar expression level in a large number of 
genes, at least, more than if the microarrays come from 

patients with different subtypes of the same or a different 
disease). This fact has been empirically observed in previous 
experiments carried out with our GENECBR platform, a 
translational tool for multiple-microarray analysis and 
integrative information retrieval for aiding diagnosis in 
cancer research, when we studied the differences between the 
number of genes in the FP belonging to well and not well-
defined pathologies [13-15]. This circumstance supports the 
development of new approaches able to take advantage of this 
situation. The underlying idea is that if this behaviour is 
observed in well-known and well-characterized classes of a 
disease, it must also be true in unknown groups representing 
new subtypes of the disease. Therefore, these newly 
discovered classes must be characterized by having a large 
number of genes in their associated fuzzy patterns. As a 
consequence, this situation can be used to consider the 
problem of clustering microarrays in terms of maximizing the 
number of genes in the fuzzy pattern associated with each 
cluster. 

A key issue is the setting-up process of the parameters θ 
and π, since the computation of fuzzy patterns is high 
sensitive to these values. Although for different learning tasks 
(prediction or supervised classification), in previous works 
[13-14], a cross-valitation strategy was used to set up these 
parameters for the same two datasets tested in this work and 
then, those values has been also used in the experimental 
section of this work.  

2.3 Noisy genes identification. 

Now, working with a set of m microarrays, we are 
interested in the estimation of the probability that a specific 
gene, gi, of the n available in a microarray, may appear in a 
fuzzy pattern merely by chance. First of all, we need an 
estimation of the occurrence probability of each symbol in 
the fuzzy discretization of numeric data, namely, p(S) = 
(p(s1), p(s2), p(s3), p(s4), p(s5), p(s6)). Given a fixed θ, these 
probabilities can be estimated by the ratio of the length of 
each interval (associated to the labels) and the length of the 
whole variation range, ∆ = cH – cL + λH + λL (see Figure 3). 

 

Figure 3. Membership functions and activation regions. This figure 
illustrates the three membership functions for a specific probe and 
shows the cut points which determine the length of the segment of 
each fuzzy expression level within the probe domain. 
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Since the membership functions are polynomic, the length of 
each interval can be computed in a closed form. For example, 
the cut points of the membership function for the ‘Medium’ 
label with the line µM(x) = θ, is given by: 
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In this way, the probabilities of each symbol in S can be 

computed, and obviously, their sum is equal to 1. 
In a second step, having an estimate of the probability of 

each possible symbol, we need to assess the probability that 
the gene gi appears in the fuzzy pattern associated with a 
sample of m microarrays with a minimum frequency ratio 
equal to π. Under these conditions, in order to include the 
gene in the fuzzy pattern it is necessary that in the set of m 
microarrays, it must have at least mπ ⋅   repetitions of the 
same symbol in their associated fuzzy representations. The 
empty label (with symbol ‘*’) must be excluded since it 
reflects that none of the labels are activated and therefore, it 
never can be part of a fuzzy pattern. By p(k) we denote the 
probability that a valid label (all except the ‘*’ symbol), 
appears exactly in k discretized values (of the m available). It 
can be shown that this probability is given by: 
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Where Cm

k is the number of ways of picking k unordered 
outcomes from m possibilities, and p(sj)k(1 – p(sj))m–k stands 
for the probability that symbol sj appears k times in a 
sequence of m symbols. 

Therefore, the probability that a gene gi appears in the fuzzy 
pattern which is associated with a sample of m microarrays, is 
given by the sum of individual probabilities that any symbol 
appears, at least, mπ ⋅   times. This probability can be 
calculated by means of the following expression:  
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Where p(gi) is upper bound by 1, being closer to 1 

depending on the distribution probability of each gene and 
without taking account of the degree of exigency imposed by 
π. For example, assuming that the probability of the empty 
label is null, the probability is closer to one as there is a 

predominant symbol (a symbol with occurrence probability 
close to 1), whereas the worst case is represented by the 
situation where all the valid symbols have the same 
probability of occurrence. 

Finally, assuming that, in the random case, the selection of 
a gene gi is independent of the selection of another one gj (j ≠ 
i), the number of noisy genes due to the chance for a group of 
m microarrays with N probes at the levels imposed by θ and π 
parameters, is given by: 
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Where ng(m, θ, π) is upper bound by N, although this value 

is only reachable in the ideal case where only one symbol has 
probability 1 for all of the genes. 

As the uncertainty decreases (there is a predominance of 
one expression level over the other ones for all the genes in 
the available set of microarrays) the number of ng(m, θ, π) 
decreases (the amount of information encoded by the data 
also decreases and then, there are more irrelevant genes). 
When uncertainty increases, the amount of information also 
grows and more genes are necessary to distinguish samples in 
absence of other information. Figure 4 illustrates the 
variation of noisy genes depending on the θ, and π 
parameters. 

 

Figure 4. Noisy genes vs. Theta (θ ) and Pi (π ) parameters (m = 43 
samples, n = 22,283 genes). This figure shows the variation in the 
number of noisy genes depending on the θ and π parameters of a 
fuzzy pattern for the HC-Salamanca dataset. For a fixed value of 
parameter θ, the number of noisy genes decreases exponentially 
when the π parameter grows (since the prior probability that a gene 
appears in the fuzzy pattern also decreases). For a fixed value of 
parameter π, the maximum number of noisy genes is symmetrically 
distributed around θ = 0.5 (since the prior probability of each 
linguistic label in a fuzzy pattern is nearly equiprobable). 
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2.4 The cost function of a cluster 

The cost function must combine two factors: (i) the 
number of genes in the fuzzy pattern associated with each 
cluster of the partition and (ii) the size of each such cluster. 
The first factor in the cost function models the genetic 
coherence of a cluster. Accepting this hypothesis, it is 
expected that for clusters with equal sizes, the number of 
genes in a fuzzy pattern will be greater if the genetic 
coherence of the cluster is higher. The second factor is 
relevant since it has been experimentally observed that 
meaningful genes in large clusters (after noisy genes have 
been filtered out) are several orders of magnitude smaller 
than meaningful genes computed in small clusters. This fact 
is reasonable because it will be more probable when the 
number of possibilities is also further reduced. Therefore, the 
size factor in the cost function is needed for examining 
comparable clusters of different size. 

Under these assumptions, given the available set of 
microarrays denoted by X, and a partition P = {g1, g2, …, gk } 
of X in k clusters, that is to say, gi ⊆ X with 1 ≤ i ≤ k, gi ∩ gj = 
∅ (if i ≠ j) and ∪gi = X, the cost of a cluster gi ∈ P is given by: 
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Where |gi| is the number of microarrays in cluster gi, |fp(gi, 

P, θ, π)| is the size (in genes) of the fuzzy pattern associated 
with the group gi with regard to the classification given by P 
and for specific values of the θ and π parameters, and ng(|gi|, 
θ, π) is the number of noisy genes of a group with |gi| 
microarrays. Finally, N is the fixed number of probes in a 
microarray. Therefore, if one tries to minimize the defined 
cost of a group, cost(gi), it involves trying to maximize both 
(i) the size of the cluster and (ii) its genetic coherence 
(measured by the number of genes belonging to its fuzzy 
pattern). 

Finally, the cost of a given partition P = {g1, g2, …, gk} of X is 
defined by the sum of the individual costs of each group: 
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Once the cost of a tentative partition of microarrays has 

been established, one needs to define an algorithmic strategy 
in order to automatically build random partitions from the 
set of available microarrays. 

2.5 Algorithm 

There are certain optimization problems that become 
unmanageable using combinatorial methods as the number 
of objects becomes large. The simulated annealing technique 
which can be regarded as a variant of a local search was first 
introduced by Metropolis et al. [16], and then used in 
optimization problems by Kirkpatrick et al. [17] and Cěrny 
[18]. For these problems, the simulated annealing method 

represents a very effective practical algorithm. Although this 
technique is unlikely to find the optimum solution, it can 
often discover a very good one even in the presence of noisy 
data. 

Simulated annealing improves its behaviour through the 
introduction of two tricks. The first one is the so-called 
Metropolis algorithm [16], in which some poor solutions are 
accepted when they serve to allow the solver to explore more 
of the possible solution space. Such bad solutions are 
tolerated using the criterion that: 

 
- /   (0,  1)D Te U∆ >  

Where ∆D is the variation of the cost function for the 
current solution and the best one, T stands for a synthetic 
temperature and U(0, 1) is a random number in the interval 
[0, 1]. The cost function D corresponds to the free energy in 
the case of annealing a metal (in which case the temperature 
parameter would actually be the kT, where k is Boltzmann's 
Constant and T is the physical temperature in the Kelvin 
absolute temperature scale). If T is large, many bad solutions 
are accepted and a considerable part of the solution space is 
accessed. The next solutions to explore are randomly 
constructed, though more sophisticated techniques can be 
used. 

The second trick is, again by analogy with the annealing of 
a metal, to lower the temperature. After making many 
changes in the current solution and observing that the cost 
function declines only slowly, one lowers the temperature 
limiting while the size of allowed bad solutions. After 
lowering the temperature several times to reach a smaller 
value, one may then "quench" the process by accepting only 
good solutions in order to find the local minimum of the cost 
function. There are various annealing schedules for lowering 
the temperature, but the results are generally not very 
sensitive to the details. These general ideas are the basis of 
simulated annealing but a comprehensive introduction to the 
subject can be found in [19]. 

The application of our simulated annealing approach to 
cluster microarrays is sketched in Figure 5. First of all, we 
consider a pool which contains the set of m microarrays that 
must be clusterized into k different and unknown groups. In 
the final solution, some microarrays can stay in the pool 
without being associated with any cluster. Initially, a first 
solution to the problem (a partition of microarrays) is 
randomly constructed. All the microarrays of the pool are 
randomly distributed among k classes, where k is the desired 
number of clusters in the partition (the whole set of m 
microarrays are spread proportionally among the k clusters 
and the pool). 

At every step, a neighbour solution is determined by 
choosing one from the following alternatives (see Figure 6 for 
the details): 

• Moving a randomly chosen microarray from the 
pool to a cluster (perhaps empty). 
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• Moving a randomly chosen microarray from a 
cluster to the pool. 

• Exchanging randomly chosen microarrays among 
clusters. 

• Exchanging randomly chosen microarrays among a 
cluster and the pool. 

• Moving a randomly chosen microarray from one 
cluster to another cluster. 

The neighbour solutions of lower cost obtained in this way 
are always accepted, whereas those solutions with a higher 
cost are accepted with the following probability: 

/( )i iPr T T δ= +  

Where δ is the cost difference among the new solution and 
the old solution, and Ti (i = 0, 1, …) represents the 
temperature of annealing which drops from a value T0 (the 
cost of the initial solution) according to the formula Ti+1 = Ti 
• α, where α < 1. Pr implies that large increases in the 
solution cost (uphill moves) are more likely to be accepted 

when Ti is high. As Ti approaches zero most uphill moves are 
rejected. 

The general algorithm stops if equilibrium is encountered. 
We define that equilibrium is reached if, after 50 stages of 
temperature reduction, the best achieved solution can not be 
improved. In contrast to the classical approach in which a 
solution to the problem is taken as the last solution obtained 
in the annealing process, we memorize the best solution 
found during the whole annealing process (Cf. lines 13-15 in 
Figure 5). Moreover, at the beginning of each temperature 
epoch, the search is restarted from the best solution reached 
at the moment (Cf. line 6 in Figure 5). 

Summing up, the proposed annealing algorithm performs 
the local search by sampling the neighbourhood randomly. It 
attempts to avoid becoming prematurely trapped in a local 
optimum by sometimes accepting low-grade solutions. The 
acceptance level depends on the magnitude of the increment 
of the solution cost and on the spent search time. By this 
reason, and specially, at initial stages, when the temperature 

 Input:  
→ microarray dataset (pool of m microarrays) to be grouped in an unsupervised way 
→ number of clusters (k) 

 Output: 
← partition of the original dataset into k clusters 

 Require: 
next_solution routine  
cost function 

 Steps: 
1 current_solution = initial partition {Builds randomly a partition of k clusters with the microarrays in the pool}  
2 best_solution = current_solution {initialize the best partition built at the moment} 
3 equilibrium_counter = 0 {initialize the counter which controls the annealing epochs without improvement of the best found 

solution} 
4 T = cost(current_solution) {initial temperature of the annealing process} 
5 repeat 

6 current_solution = best_solution {The annealing epoch starts from the best partition at the moment} 
7 for iteration_counter = 1 to m do {An annealing epoch is made up of m attempts, where m is the number of microarrays in 

the pool} 
8 new_solution = next_solution(current_solution) {Builds a new partition from the current one} 
9 δ = cost(new_solution) – cost (current_solution) {Computes the difference in cost of the new partition and the current 

partition} 
10 x = u(0, 1) {Generate random x uniformly in the range (0, 1)} 
11 if ( δ < 0 ) or ( x < T / (T+δ) ) then {Accept a new solution if it improves the cost or increases the cost but it has a high 

probability of acceptance, the term T /(T+δ) which depends on the current temperature and the difference of the costs}  
12 current_solution = new_solution {update the current solution} 
13 if ( cost(new_solution) < cost (best_solution) ) then {if new partition improves best partition at the moment } 
14 best_solution = new_solution {update best partition} 
15 equilibrium_counter = 0 {reinitialize the equilibrium counter} 
16 T = T · α {Decrease current temperature multiplying by a constant rate α = 0.95} 
17 equilibrium_counter = equilibrium_counter + 1 {increment the number of epochs without improvement} 
18 until equilibrium_counter > 50 {stop the annealing process when a stationary state is reached, at least 50 epochs without 

improvement} 

Figure 5. General pseudo code of simulated annealing-based clustering algorithm. This algorithm explains the steps involved in partitioning a 
microarray dataset into k clusters by grouping microarrays which maximize its genetic coherence (assessed in terms of the number of genes in 
their associated fuzzy pattern), using a simulated annealing search algorithm. 
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is high, it has no sense to set the initial solution with a 
“reasonable” solution (for example, computed by a simple 
clustering algorithm) because the algorithm perhaps will be 
accept other solutions quite different from the original one, 
since the goal of the algorithm is to perform a global 
exploration of the search space. Only when the search process 
progresses, the exploitative component of the algorithm 
dominates over the explorative component, performing a 
local search around the selected local optimum after these 
intial stages. Obviously, the convergence time of the the 
proposed algorithm is higher than other deterministic 
clustering algorithms, but these algorithms have no capability 
to escape from local optima. Moreover the computational 
effor of the proposed clustering technique (up to several 
hours of running time per execution) since the evaluation of 
the cost function requires the computation of a fuzzy pattern 
for each cluster in the current partition.     

3. Resutls and Discussion 

3.1 The HC-Salamanca dataset 

This dataset consists of bone marrow samples from 43 
adult patients with de novo diagnosed acute myeloid 
leukemia (AML) – 10 acute promyelocytic leukemias (APL) 
with t(15;17), 4 AML with inv(16), 7 monocytic leukemias 
and 22 nonmonocytic leukemias, according to the WHO 
classification. All samples contained more than 80% blast 
cells and they were analyzed using high-density 
oligonucleotide microarrays (specifically, the Affymetrix 
GeneChip Human Genome U133A Array) [11]. In [11], 

hierarchical clustering analysis segregated APL, AML with 
inv(16), monocytic leukemias and the remaining AML into 
separate groups, so we consider this partition as the reference 
classification for validating our proposed technique in the 
following experimentation. The results of the proposed 
algorithm with this dataset are depicted in Figure 7. 

Figure 7 shows for each available microarray the percentage 
of the times it has been grouped together with other 
microarrays belonging to the reference groups (APL, AML 
with inversion, Monocytic and Other AML) in the ten 
executions of the whole algorithm. 

As can be seen in Figure 7, each sample has a different 
percentage of membership to each one of the reference 
groups. From this representation it can also be seen that the 
APL group is the most promising cluster since the algorithm 
has clustered together (in an unsupervised way) the majority 
of samples from this class in its ten executions. This result is 
consistent with the fact that this pathology is the best 
characterized class among the AML subtypes and, therefore, 
there is a high probability that microarrays within this 
subtype are well labelled in the reference classification. The 
Other-AML category seems to be another class, at least 
different from other clusters except the AML with-inversion 
group. This is the uncertain subtype of AML, since it contains 
those samples which are not classified within other groups. In 
the same way that the Other-AML group (but to a lesser 
degree), the monocytic leukemias seem to be another possible 
group. Finally, the AML with inversion is the most doubtful 
class since samples from this group are misclassified among 
the Other-AML and monocytic groups. This fact can be due 

 Input: 
→ current partition of the original microarray dataset (current_solution) 

 Output:  
← neighbour partition which is built from the input current_solution by randomly choosing one of five possible movements of 
microarrays between clusters 

 Require: 
- 

 Steps: 
1 new_solution = current_solution {The new partition is built from the current partition}  
2 Choose randomly two different clusters of new_solution, c_i and c_j 
3 Select randomly three microarrays: m_i, m_j and m_k, belonging to c_i, c_j and the pool, respectively 
4 u01 = u(0, 1) {Generate random u01 uniformly in the range (0, 1)} 
5 if ( u01 < 0.2 ) then   
6  move microarray m_i (from cluster c_i) to the pool 
7 if ( 0.2 ≤ u01 < 0.4 ) then   
8  move microarray m_k (from pool) to cluster c_i 
9 if ( 0.4 ≤ u01 < 0.6 ) then   
10  exchange microarray m_i (from cluster c_i) with microarray m_j (from cluster c_j) 
11 if ( 0.6 ≤ u01 < 0.8 ) then   
12  exchange microarray m_i (from cluster c_i) with microarray m_k (from pool) 
13 if ( 0.8 ≤ u01 ≤ 1 ) then   
14  move microarray m_i (from cluster c_i) to cluster c_j 
15 return new_solution 

Figure 6. Pseudo code of new_solution function. This algorithm explains the steps involved in building a neighbour partition from the current 
partition by randomly choosing one of the five possible operations. 
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to the reduced number of available samples or to the lack of 
genetic coherence within this group, since the classification of 
these samples was performed by examining the karyotype by 
an expert. 

The percentage of times (on average) in which microarrays 
of each reference cluster have been grouped together with 
microarrays belonging to different classes is shown in each 
row of Table 1. 

Table 1 can be interpreted as a confusion matrix 

numerically supporting the facts commented above, since the 
APL and Other-AML groups are the better identified 
pathologies (in an average percentage of 76.19% and 77.12% 
for all their samples and runs of the algorithm), followed by 
the monocytic leukemias (with an average percentage of 
51.73%). As mentioned above, the AML with-inversion group 
is confused in a mean percentage of 33.66% and 32.06% with 
samples from monocytic and Other-AML groups, 
respectively.  

If we consider that the highest percentage for each 
microarray determines the cluster to which it belongs, the 
final clustering obtained by our simulated annealing-based 
algorithm is shown in Table 2. 

Assuming as “ground truth” the clustering given by 
experts, the performance of the clustering process can be 
tested by comparing the results given in both tables. 

Some commonly used indices such as the Rand index and 
the Jaccard coefficient [20] have been defined to measure the 

 
Figure 7. Degree of affinity of microarrays from the HC-Salamanca dataset with regard to the reference groups. The radial chart shows the 
same number of graphs as groups in the reference clustering. Each graph indicates the percentage of times in which a given microarray has 
been clustered with other microarrays in a reference cluster. As can be observed, the APL and Other-AML clusters are clearly differentiated, 
only the samples Other-10232 and APL-10222 have the highest percentage less than 50%, whereas Other-00139 is mainly grouped with 
samples in the APL group. The monocytic group is identified to a lesser degree but can still be differentiated. Samples from the AML with 
inversion group are confused with those belonging to the monocytic and Other-AML groups. Results are coherent with the hierarchical 
clustering reported in [11]. 
 

Table 1. Confusion matrix for the HC-Salamanca dataset. 

  Predicted class 

  APL Inv Mono Other 

True 
 class 

APL 76.19% 2.71% 2.18% 18.92% 

Inv 7.79% 26.49% 33.66% 32.06% 

Mono 3.11% 17.81% 51.73% 27.35% 

Other 8.62% 5.56% 8.70% 77.12% 
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degree of similarity between two partitions. For the clustering 
given by our experiments, the Rand index was 0.90 and the 
Jaccard coefficient was 0.77.  

In order to compare with other standard methods, a new 
clustering has been computed using the hierarchical 
clustering algorithm (with k = 8, an average linkage strategy, 
and without any low-variance filter).  In order to compute the 
Rand index and Jaccard coefficient with regard to this 
reference partition, a final partition has been computed 
assigning to each sample in a cluster the reference label which 
is the most frequent in the cluster. This final clustering 
obtained from the original results of the hierarchical 
clustering algorithm for the HC-Salamanca dataset is shown 
in Table 3. 

In this case, the computed Rand index is 0.79 (against 0.90 
of our proposal) and the Jaccard coefficient is 0.53 (against 
0.77). Besides the worse behavior of the hierarchical 
clustering algorithm from a quantitative viewpoint (derived 
from the values of these two indexes), it can be observed from 
Table 3 that hierarchical clustering algorithm and our 

algorithm agree that the Other-00139 sample is very similar 
to the APL samples, but hierarchical clustering algorithm 
does not distinguish clearly among samples from monocyte, 
with-inversion and other groups.   

3.2 The Armstrong dataset 

In [12] the authors proposed that lymphoblastic leukemias 
with MLL translocations (mixed-lineage leukemia) constitute 
a distinct disease, denoted as MLL, and show that the 
differences in gene expression are robust enough to classify 
leukemias correctly as MLL, acute lymphoblastic leukemia 
(ALL) or acute myeloid leukemia (AML). The public dataset 
of this work, herein referred to as the Armstrong dataset, has 
been also used to test our proposal. The complete group of 
samples consists of 24 patients with B-Precursor ALL (ALL), 
20 patients with MLL rearranged B-precursor ALL (MLL) 
and 28 patients with acute myeloid leukemia (AML). All the 
samples were analyzed using the Affymetrix GeneChip U95a 
which contains 12600 known genes. 

The results of the proposed clustering algorithm working 
with this dataset are shown in Figure 8. As in the previous 
examples, Figure 8 shows the percentage of times that each 
available microarray has been grouped together with other 
microarrays belonging to the reference groups (ALL, AML 
and MLL) in the ten executions of the algorithm. 

The percentage of times (on average) in which microarrays 
of each reference cluster have been grouped together with 
microarrays of different classes is shown in Table 4. These 
percentages can be considered as an estimation of the 
overlapping area of the membership functions of any two 
potential groups in the sector associated to a true class. 

As can be seen in Figure 8 (by analyzing the overlapping 
areas of membership graphs in the associated sectors to each 
one of the reference groups) the AML group is clearly 
distinguished from the ALL and the MLL groups (the 
confusion with regard to the ALL group is marginal being 
slightly larger with regard to the MLL group). The ALL group 
is clearly differentiated from the AML group. The main 
component of confusion in this group is from the MLL group 
(showing a clear overlap of the MLL and ALL membership 
graphs in the sector associated with the true ALL samples). 
Finally, the MLL can be distinguished to a lesser extent with 
respect to the other groups, the sources of confusion, in 
decreasing order, being the ALL and AML groups, 
respectively. 

Therefore, the above assertions based on the interpretation 
of Figure 8, are numerically supported by the results shown 
in Table 4. 

As in the HC-Salamanca dataset, if the highest percentage 
for each sample determines the cluster of the microarray, the 
final clustering obtained by our simulated annealing-based 
algorithm is shown in Table 5. 

As in the previous experiment, assuming the clustering 
given by experts is the “ground truth”, the performance of the 
clustering process can be examined by comparing the results 
given in both tables. In this case, the Rand index and the 
Jaccard coefficient for experiments carried out are 0.89 and 

Table 2. Final clustering for the HC-Salamanca dataset. 

APL APL-05204, APL-10222, APL-12366, APL-13058, APL-
13223, APL-14217, APL-14398, APL-16089, APL-

16739, APL-17074, Other-00139 

Mono Inv-00355, Inv-10891, Mono-06667, Mono-09949, 
Mono-12361, Mono-13701, Mono-13774, Mono-13850, 
Mono-14043 

Other Inv-00185, Inv-07644, Other-00170, Other-06209, 
Other-07297, Other-09376, Other-09875, Other-10232, 
Other-10557, Other-11567, Other-12570, Other-13296, 
Other-13451, Other-14399, Other-14698, Other-14735, 
Other-15443, Other-15833, Other-16221, Other-16942, 
Other-16973, Other-17099, Other-17273 

 
Table 3. Final clustering computed from the results of the 
hierarchical clustering algorithm for the HC-Salamanca dataset. 

APL APL-05204, APL-10222, APL-12366, APL-13058, 
APL-13223, APL-14217, APL-14398, APL-16089, 

APL-16739, APL-17074, Other-00139 

Mono Inv-00185, Inv-00355, Inv-07644, Inv-10891, 
Mono-06667, Mono-09949, Mono-12361, Mono-
13701, Mono-13774, Mono-13850, Mono-14043, 

Other-10232, Other-10557, Other-13451, Other-

15443, Other-15833 

Other Other-00170, Other-06209, Other-07297, Other-
09376, Other-09875, Other-11567, Other-12570, 
Other-13296, Other-14399, Other-14698, Other-
14735, Other-16221, Other-16942, Other-16973, 
Other-17099, Other-17273 
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0.72, respectively. These indices are comparable to those 
obtained with the HC-Salamanca dataset. Moreover, if we 
assume a binary classification (considering the ALL and MLL 
groups as a unique partition of the lymphoblastic leukemias, 
the results are improved to 0.95 for the Rand index and 0.90 
for the Jaccard coefficient, which are very close to the perfect 
match in a situation where the reference groups are also 

completely consistent.  
The hierarchical clustering algorithm (with k = 9, an 

average linkage strategy, and without any low-variance filter) 
was also executed to compute another clustering. As in 
previous section, from the original results of the hierarchical 
clustering algorithm, a final partition was built considering 
the most frequent reference label in a cluster to assign it to 
each sample in this cluster. The final clustering for the 
Armstrong dataset and computed from the original results of 
the hierarchical clustering algorithm are shown in Table 6.  

In this case, the Rand index is 0.84 (against the 0.89 of our 
proposal) and the Jaccard coefficient is 0.64 (against 0.72), 
which reveal a worse behaviour of the hierarchical clustering 
algorithm against our clustering technique with regard to the 
reference partition given by the experts. From Table 6 it can 
be also observed that our clustering technique and the 

 
Figure 8. Degree of affinity microarrays from the Armstrong dataset with regard to the reference groups. The radial chart shows three 
membership graphs (one for each reference group) in the domain of available microarrays in the Armstrong dataset. From this figure the 
specific samples which are usually grouped with microarrays in other reference groups can be identified: the AML-45 and ALL-61 samples in 
the group of the MLL samples, the ALL-03 sample (the most doubtful) in the AML and MLL groups, and the MLL-25, MLL-32, MLL-34 and 
MLL-62 samples in the ALL group. 
 

Table 4. Confusion matrix for the Armstrong dataset. 

  Predicted class 

  ALL AML MLL 

True  

class 

ALL 65.88% 5.16% 28.95% 

AML 4.42% 86.40% 9.18% 

MLL 34.74% 12.85% 52.41% 
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hierarchical clustering algorithm have a similar behaviour for 
the AML group (in the case of hierarchical algorithm is 
perfect) but it gets worse for the MLL group (decreasing 
considerably the number of samples in this cluster) and the 
ALL group (increasing the confusion with regard to the MLL 
group). 

3.3 Discussion  

The aim of the experiments reported in the previous 
section is to test the validity of the proposed clustering 
method. Dealing with unsupervised classification, it is very 
difficult to test the ability of a method to perform the 
clustering since there is no supervision of the process. In this 
sense, the classification into different groups proposed by the 
authors in [11-12] is assumed to be the reference partition of 
samples in our work. This assumption may be questionable in 
some cases, since the reference groups are not well 
established. For example, in the HC-Salamanca dataset the 
AML with-inversion group is established by observation of 
the karyotype of cancer cells, but there is no other evidence 
(biological, genetic) suggesting that this group corresponds to 

a distinct disease. 
Even so, the assumption of these prior partitions as 

reference groups is the only way to evaluate the similarity (or 
dissimilarity) of the results computed by the proposed 
method based on existing knowledge. As it turns out, there is 
no perfect match among the results of our proposed method 
and the reference partitions, but they are compatible with the 
current knowledge of each dataset. For example, for the HC-
Salamanca dataset the better characterized groups are the 
APL and Other-AML groups, the worst is the AML with 
inversion group, and there is some confusion of the 
monocytic AML with the AML with-inversion and Other-
AML groups. These results are compatible with the state-of-
the-art discussed in [11], where the APL group is the better 
characterized disease (it can be considered as a distinct class), 
the monocytic AML is a promising disease (in [11] the 
authors try to show differences in gene expression of this 
class with regard the others), the AML with inversion in 
chromosome 16 is the weaker class, and the Other-AML 
group acts as the dumping ground for the rest of samples 
which are not similar enough to the other possible classes. 
For the Armstrong dataset, the AML group is clearly 
separated from the MLL and ALL groups. It is not surprising 
since the myeloid leukemia (AML) and lymphoblastic 
leukaemias (MLL and ALL) represent distinct diseases. Some 
confusion is present among ALL and MLL groups, but this 
result is compatible with the assumption (which authors test 
in [12]) that the MLL group is a subtype of the ALL disease. 

Moreover, the results shown in Tables 1 and 4 (by rows) 
are an estimation of the overlapping area between the i-th 
membership graph (associated with the i-th predicted group) 
and any j-th membership graph (see Figures 7 and 8 for a 
geometrical interpretation) taking into consideration the 
samples in the i-th true cluster. Therefore, according to the 
affinity graphs shown in Figures 7 and 8, these percentages 
can be also interpreted as a measure of the 
similarity/dissimilarity among predicted groups. 

4. Conclusions  

The simulated annealing-based algorithm presented in this 
work is a new algorithm for iterative class discovery that uses 
fuzzy logic for informative gene selection. An intrinsic 
advantage of the proposed method is that, assuming the 
percentage of times in which a given microarray has been 
grouped with samples of other potential classes, the degree of 
membership of that microarray to each potential group can 
be deduced. This fact allows a fuzzy clustering of the available 
microarrays which is more suitable for the current state-of-
the-art in gene expression analysis, since it will be very 
unlikely to state (without uncertainty) that any available 
microarray only belongs to a unique potential cluster. In this 
case, the proposed method can help to assess the degree of 
affinity of each microarray with potential groups and to guide 
the analyst in the discovery of new diseases. 

In addition, the proposed method is also an unsupervised 
technique for gene selection when it is used in conjunction 

Table 5. Final clustering for the Armstrong dataset. 

ALL ALL-01, ALL-02, ALL-04, ALL-05, ALL-06, ALL-07, 
ALL-08, ALL-09, ALL-10, ALL-11, ALL-12, ALL-13, 
ALL-14, ALL-15, ALL-16, ALL-17, ALL-18, ALL-19, 
ALL-20, ALL-58, ALL-59, ALL-60, MLL-25, MLL-32, 

MLL-34, MLL-62 

AML ALL-03, AML-38, AML-39, AML-40, AML-41, AML-
42, AML-43, AML-44, AML-46, AML-47, AML-48, 
AML-49, AML-50, AML-51, AML-52, AML-53, AML-
54, AML-55, AML-56, AML-57, AML-65, AML-66, 
AML-67, AML-68, AML-69, AML-70, AML-71, AML-
72 

MLL ALL-61, AML-45, MLL-21, MLL-22, MLL-23, MLL-
24, MLL-26, MLL-27, MLL-28, MLL-29, MLL-30, 
MLL-31, MLL-33, MLL-35, MLL-36, MLL-37, MLL-63, 
MLL-64 

Table 6. Final clustering computed from the results of the 
hierarchical clustering algorithm for the Armstrong dataset. 

ALL ALL-01, ALL-02, ALL-03, ALL-04, ALL-05, ALL-06, 
ALL-07, ALL-08, ALL-09, ALL-10, ALL-11, ALL-12, 
ALL-13, ALL-14, ALL-15, ALL-16, ALL-17, ALL-18, 
ALL-19, ALL-20, ALL-58, ALL-59, ALL-60, ALL-61, 
MLL-21, MLL-22, MLL-23, MLL-24, MLL-25, MLL-26, 

MLL-27, MLL-28, MLL-29, MLL-31, MLL-33, MLL-34 

AML AML-38, AML-39, AML-40, AML-41, AML-42, AML-
43, AML-44, AML-45, AML-46, AML-47, AML-49, 
AML-50, AML-51, AML-52, AML-53, AML-54, AML-
55, AML-56, AML-57, AML-65, AML-66, AML-67, 
AML-68, AML-69, AML-70, AML-71, AML-72 

MLL AML-48, MLL-30, MLL-32, MLL-35, MLL-36, MLL-37, 
MLL-62, MLL-63, MLL-64 
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with the concept of discriminant fuzzy pattern (DFP) 
introduced in [13]. Since the selected genes depend on the 
resulting clustering (they are the genes in the computed DFP 
obtained from all groups) and the clustering is obtained by 
maximizing the cost function (which is based on the notion 
of genetic coherence and assessed by the number of genes in 
the fuzzy pattern of each cluster), then the selected genes 
jointly depend on all the genes in the microarray, and the 
proposed method can be also considered a multivariate 
method for gene selection. 

Finally, the proposed technique, in conjunction with our 
previous developed geneCBR platform, represents a more 
sophisticated tool which integrates three main tasks in 
expression analysis: clustering, gene selection and 
classification. In this context, all the proposed methods are 
non-parametric (they do not depend on assumptions about 
the underlying distribution of available data), unbiased with 
regard to the basic computational facility used to construct 
them (the notion of fuzzy pattern) and with the ability to 
manage imprecise (and hence, uncertain) information, which 
is implicit in available datasets in terms of degree of 
membership to linguistic labels (expressions levels, potential 
categories, etc.). 
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Proteomic analysis of nitrogen stress-responsive proteins in two rice 
cultivars differing in N utilization efficiency . 
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Plant nitrogen utilization efficiency (NUE) has become critical important in modern agriculture, not only for crop growth and yield but also 
for reducing production cost. Moreover, one of the major negative environmental impacts of agricultural activities is associated with excessive 
nitrogen application. Improving NUE will ensure lower level of N fertilizer usage thus reduce environmental contamination. In order to un-
derstand the NUE mechanism of rice, the largest food crop in the world, a systematic proteomic study of investigating the nitrogen stress-
responsive proteins in two rice cultivars differing in NUE is conducted. Four leaf-old seedlings were treated with normal nutrition solution and 
N-free solution for 12 h, 3 d and 7 d. Total proteins of leaves were extracted and separated by two-dimensional gel electrophoresis. Although 
more than 1000 protein spots were reproducibly detected, only a very small proportion of spots showed differential expression, including 10 
and 24 up-regulated, 2 and 12 down-regulated in the two cultivars Chunyou 58 and Yongyou 6, respectively. This indicates that relatively 
simply biochemical pathways maybe involved with NUE thus the NUE as a trait maybe efficiently manipulated. Mass spectrometry based 
peptide mass fingerprinting (PMF) procedure identified 31 protein spots. Six stress-induced proteins were found, including DegP2, harpin 
binding proteins, Heat shock-related proteins, glutathione S-transferase GSTF14, Fibrillin-like protein and Glyceraldehyde-3-phosphate dehy-
drogenase. Apart from the stress related proteins, the other differential proteins identified were mainly these involved in the regulation of the 
main leaf biological function, photosynthesis metabolism, such as Rubisco activase, RuBisCo large subunit, etc. The study also detected two 
novel proteins, harpin binding protein and oryzains gamma precursor. The current study reveals new insights into N stress response and theo-
retical bases for improving NUE of rice crop. 

Keywords: Mass spectrometry, rice (Oryza sativa L.), nitrogen utilization efficiency, Two-dimensional gel electrophoresis. 

1. Introduction 

A key element in modern agriculture is the application of 
nitrogen fertilizer, which has dramatically increased the crop 
yield [1]. In order to meet the food demand of the increased 
world population, application of nitrogen fertilizer in the 
world has been increased by 10 folds in the last half century, 
It was predicted that the increase trend will continue in this 
century, from 87 million tones in 2000 to 236 million tones in 
2050 [2]. Meanwhile, most of the high yield varieties of the 
major crops developed in the last several decades had high 
nitrogen demand for the realization of yield potential [3]. On 
the other hand, less than half of the N fertilizers applied to the 

field was absorbed and utilized by crops; the majority of them 
was lost to the atmosphere or leached into groundwater, lakes 
and rivers, causing increasingly severe pollutions to the envi-
ronments [4]. Therefore, development of crop cultivars with 
high N utilization is essential for agricultural sustainability 
and environmental protection.  

The improvement of N fertilizer utilization could be real-
ized by enhancing the ability of N uptake and/or increasing N 
utilization efficiency (NUE). For the former, a crop or a spe-
cial cultivar has high ability of N uptake from the soils with 
low N concentration, which is referred as high uptake effi-
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ciency. For the latter, a crop or a cultivar may make the best 
use of N nutrient that the plant absorbed from soil for 
producing biomass or harvest organs, which is evaluated by 
grain yield or biomass production per unit nitrogen 
amount[1], expressed as NUEY (N utilization efficiency of 
yield) and NUEB (N utilization efficiency of biomass), 
respectively. Although NUEY is affected by many 
physiological processes, including nitrogen contribution to 
spikelet production during early panicle formation stage, and 
contribution to sink size by decreasing the number of 
degenerated spikelets and increasing hull size during the late 
panicle formation stage [5], the fact that higher rice yield is 
achieved mainly due to greater biomass production [6] 
provided the possibility to explore the relationship between 
NUEP and NUEY.  

As an essential plant macronutrient, nitrogen is required 
for a variety of physiological processes. It comprises 1.5–2% 
of plant dry matter and approximately 16% of total plant 
protein [4]. For rice, the leaf N, about 75% of total plant N, is 
associated with chloroplasts, which are physiologically 
important in dry matter production through photosynthesis 
[7]. It is also an important constituent of many important 
compounds, including amino acids, proteins (enzymes), 
nucleic acids, chlorophyll and several plant hormones.  

NUE is considered as the function of N in carbohydrate 
production, which is closely related to the C/N balance. For 
plants, N and C metabolism is tightly linked in most 
biochemical pathways, which involve in carbon fixation, 
nitrogen transfer and utilization etc. Although roots play a 
dominant role of nitrogen uptake, leaf is the major organ for 
carbon and nitrogen metabolism. N drives plant dry matter 
production through the control of both leaf area index (LAI) 
and leaf photosynthesis [8]. Moreover, the photosynthetic 
NUE (PNUE), which is dependent on the level of CO2 

saturation of Rubisco, is another important factor to consider 
when NUE is compared among different genotypes. At low N 
level, greater PNUE and NUE were found in C3 plants 
relative to C4 plants, whereas at high N level, the opposite is 
true [9]. Consequently, identification of the regulatory 
elements controlling the balance between N available to 
maintain photosynthesis and the reallocation of the 
remobilized N to sink organs such as developing young leaves 
is of major importance, particularly when N supply is 
restricted. Therefore, the complex regulators of N related to 
primary CO2 assimilation, the photo-respiratory processes, 
and as storage pool need further investigation for optimizing 
NUE under low N level [10-12]. In addition, the recent 
finding that synthesis, turnover, and degradation of Rubisco 
are subjected to a complex interplay of regulations renews the 
concept of the importance of N use and recycling by the 
plants [13]. Attempts have also been made to identify some of 
the components responsible for the physiological control of 
the ‘stay-green’ phenotype particularly in relation to NUE. 
For example, in both sorghum and maize, delayed leaf 
senescence allowed photosynthetic activity to be prolonged, 
which had a positive effect on N uptake capacity of the plants 

[14-16].  
In general, a low or zero nitrogen application causes 

nutritional imbalance. Plants can perceive the stress signals 
and transmit them to the cellular machinery to activate 
adaptive responses. The adaptation is generally completed by 
regulating gene expressions. Proteome dynamics under the 
stress conditions reflects the regulatory gene expressions. In 
the current study, in order to understand the NUE 
mechanism of rice, the largest food crop of the world, we 
adopted a systematic proteomic approach to investigate the 
nitrogen stress-responsive proteins in two rice cultivars 
differing in NUE. 

2. Material and methods 

2.1 Plant materials and stress treatments 

Seeds of two rice cultivars, Chunyou 58 (high NUE) and 
Yongyou 6 (Low NUE), were germinated and grown 
hydroponically in nutrient solution containing 2.9 mM 
NH4NO3, 0.32 mM NaH2PO4, 1.0 mM K2SO4, 1.0 mM CaCl2, 
1.7 mM MgSO4�7H2O, 9.1 μM MnCl2�4H2O, 0.52 μM 
(NH4)6Mo7O24�4H2O, 18 μM H3BO3, 0.15 μM ZnSO4�7H2O, 
0.16 μM CuSO4�5H2O, 36 μM FeCl3�6H2O. The pH value of 
the solution was adjusted to 5.5 using 1 M HCl or NaOH 
solution as required [17]. Half concentration of the nutrient 
solution was applied for the first 3 days and then changed to 
full nutrient solution. At the emergence of the fourth leaf, the 
seedlings were transferred into either a nutrient solution 
without N supply as stress treatment or a nutrient solution 
with the normal N concentration as control. Nutrient 
solutions were renewed every four days. The upper expanded 
leaves were harvested after 12 hours, 3 days, and 7 days after 
the treatment, and kept frozen in liquid nitrogen and kept at -
80 ℃. 

2.2 Sample preparation 

Leaf proteins were extracted by phenol extraction coupled 
with ammonium acetate precipitation [18]. Three separate 
extractions were conducted from three leaf samples of each 
treatment. Briefly, 1) 0.4 g frozen plant tissue with 30 mg 
PVPP was grinded into a fine powder using cold pestle and 
mortar. 2) Suspend the powder in cold phenol extraction 
buffer (0.7 M sucrose; 0.1 M KCl; 0.5 MTris-HCl, pH 7.5 and 
50 mM EDTA, 1% w/v DTT, pH 7.5; complete protease 
inhibitor cocktail (Roche Applied Science)), then add an 
equal volume of phenol saturated with Tris-HCl, pH 7.5, and 
after 30 min shake the mixture at 4℃. 3) Centrifuge at 5,000 g 
for 30 min at 4℃, then collect the upper phenolic phase; 
discard the lower aqueous phase. 4) Add extraction buffer to 
the collected phenolic phase; repeat steps 5-6 and then repeat 
Step 5 again. 5) Add 5 volumes of cold 0.1 M ammonium 
acetate in methanol to the collected phenol phase; stored at –
20℃ overnight. 6) Centrifuge the sample for 30 min at 5000 g 
at 4℃ and carefully remove the supernatant with a pipette 
and discard. 7) Add 2 volumes (based on the volume of the 
last collected phenolic phase) of ice-cold methanol to wash 
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the pellet, centrifuge the sample for 10 min at 5,000 g at 4℃; 
repeat step 7 two more times to remove ammonium acetate 
and phenol, lipids and pigments and repeat step 9 twice again 
using acetone instead of methanol to replace. 8) Dry the pellet 
gently in a fume hood, and store the clear supernatants in 
aliquots at -80℃ until analyzed. The protein concentrations 
were measured by a Bradford assay using bovine serum al-
bumin as standard (Bio-Rad, Hercules, CA, USA).  

2.3 Two-dimensional electrophoresis 

Two-DE was performed according to the manual obtained 
from GE Healthcare Life Sciences (Little Chalfont, United 
Kingdom). Extracellular protein preparation containing 150 
μg protein was separated by 2-DE using 24 cm immobilized 
pH gradient strips pH4-7 (GE Healthcare, Milwaukee, WI, 
USA). Briefly, sample was diluted with rehydration solution 
(8 M Urea, 2 M Thiourea, 4% w/v CHAPS, 20 mM w/v DTT, 
0.5% v/v IPG buffer pH 4–7, 0.002% w/v bromophenol blue) 
to 0.5-1 mg protein per 100 μl. Immobiline DryStrip gels (pH 
4-7, 24 cm; GE Healthcare Life Sciences) were then rehydrat-
ed with 450 mL of mixture solutions in 17 cm strip holders 
and electrofocused with the GE Healthcare Life Sciences 
IPGphor. Initially, all protein extracts were subjected to 2-
DE. Among the three biological replicates of each leaf-
treatment sample, the one with best 2-DE quality were cho-
sen to run two times more 2-DE. About 100 mg of protein 
were loaded using in-gel rehydration. The focusing protocol 
was as follows: 50 mA per strip at 20 ℃; (i) rehydration with 
30 V for 12 h;(ii) 500 V for 1 h (step and hold);(iii) 1000 V for 
1 h (step and hold); and (iv) 8000 V for 10 h (step and hold) 
was applied until the total Vh reached 100 kVh. After IEF, the 
strips were equilibrated twice with gentle shaking for 15 min 
in SDS equilibration buffer.  

The first step was performed in a equilibration solution 
containing 6 M urea, 30% w/v glycerol, 2% w/v SDS, 1% w/v 
DTT, 50 mM Tris-HCl buffer, pH 8.8 and 0.002% w/v bro-
mophenol blue. The second step was performed in a solution 
modified by the replacement of DTT with 2.5% w/v iodoa-
cetamide. When the equilibration was finished, the strips 
were loaded onto vertical SDS PAGE (12.5% T constant). The 
second dimension SDS electrophoresis was run using an Et-
tan DALTsix electrophoresis Unit (Amersham Biosciences). 
A denaturing solution (0.5% Agarose in running buffer) was 
loaded onto the gel strips and electrophoresis was performed 
in a Laemmli running buffer (25 mM Tris–HCl pH 8.3, 192 
mM glycine, 0.1% SDS). The gels were run at 2-2.5 W per gel 
for the first 40 min and followed by 17 W per gel for 6 h until 
the dye front reached the bottom of the gel. For quantitative 
analysis of protein abundance profiles, gels were stained by 
silver-staining according to the manufacturer’s instructions 
(GE Healthcare, Milwaukee, WI, USA). The stained gels were 
scanned in an ImageScanner (PowerLook1100 scanner, 
UMAX) and were analyzed with ImageMaster 2D Elite soft-
ware. The three technical replicates of each biological sample 
were pooled and averaged. 

2.4 In-gel digestion and MALDI-TOF MS analysis 

Spot detection was realized without spot editing. The spots 
were quantified using the % volume criterion. Only those 
with significant and reproducible changes were considered to 
be differentially accumulated proteins. Protein spots were 
excised from the Silver-stained gels and transferred into 0.2 
mL Eppendorf tubes. Each spot was washed twice in milli-Q 
water (Millipore), destained by washing with 50% MeOH/ 
50mM NH4HCO3 for 30 min. The gels were then washed 
twice in milli-Q water, dehydrated by addition of ACN (ace-
tonitrile, Fisher A/0626/17), and dried in a SpeedVac (Ther-
mo Savant, Holbrook, NY, USA) for 30 min. Subsequently, 
the gel in each tube was rehydrated in 3 μl of proteomics 
grade trypsin (Sigma) solution (20 ng/mL 40 mM NH4HCO3 
in 9% ACN) and incubated at 37℃ for 16 h. Peptides were 
extracted twice by adding 40 μl of solution containing 50% 
can and 5% TFA (trifluoroacetic acid, GE HealthCare). The 
extracted solutions were concentrated to 5-10 μl in a lyophi-
lizer (Virtis, Gardiner, NY, USA). Peptide mixtures were 
mixed with an equal volume of 10 mg/mL CHCA (Sigma) 
saturated with 50% ACN in 0.1% TFA (Sigma) and analyzed 
with a Voyager-DE STR MALDI-TOF-TOF mass spectrome-
ter  (ABI4700 System, USA) using a delayed ion extraction 
and ion mirror reflector (Applied Biosystems, Foster city, CA, 
USA). MS analysis was conducted with a MALDI-TOF/TOF 
mass spectrometer 4700 Proteomics Analyzer (Applied Bio-
systems, Framingham, MA, USA). Data were analyzed using 
GPS Explorer software (Applied Biosystem) and MASCOT 
software (Matrix Science, London, UK). Parameters were set 
to Variable Modification - Oxidation, 1 Allowed Missed 
Cleavage. NCBInr and Oryza sativa (rice) was selected as the 
database and taxonomy, respectively. 

3. Results and Discussion 

Physiological response to nitrogen stress 

Four-leaf age seedlings were exposed to N-free nutrient so-
lution and sampled at different times. Obvious nitrogen stress 
symptoms were observed in the seedlings, such as yellow 
leaves and impaired tillers. Highly significant difference in 
nitrogen content and accumulation were also found between 
the N stress treatment and the control (Table 1). In normal 
condition with sufficient N supply, cultivar Yongyou 6 had 
higher dry weight than Chunyou 58, which was consistent 
with the difference in nitrogen accumulation between the two 
cultivars. However, when the seedlings were exposed to N 
stress, Yongyou 6 showed higher loss of dry weight than 
Chunyou 58. The two cultivars both showed significant de-
cline of nitrogen content and accumulation under N stress 
relative to the normal condition. 

2-DE analysis of leaf proteins in nitrogen stressed rice 

Total proteins in the fully-expanded leaves were extracted 
and separated by 2-DE using pH 4–7 IPG strips in IEF. More 
than 1,000 protein spots were reproducibly detected on gels 
by ImageMaster 2D Elite software. Spots with biological  
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significance (ratio > 1.3) between the two treatments are 
showed in Figure 1. In order to investigate changes in protein 
accumulation profiles between the control and N-stressed 
rice plants, the ratio of differentially accumulated proteins 
between N stress and the normal treatments was calculated, 
and the proteins with the ratio of over 1.3 were further exam-
ined (Fig. 2). Apparently, there were more proteins, which 
showed significant and reproducible changes in Yongyou 6 
than in Chunyou 58. In addition, the two cultivars differed 
greatly in the number of differential proteins (up or down 
regulation) over the time of treatment. Chunyou 58 reached 
the maximum differential proteins in 3 d after the treatment 
of N stress, while Yongyou 6 did not show the obvious differ-
ence over the time of treatment. 

There were 31 protein spots in the two cultivars that 
showed reproducible changes during the treatment, and were 
selected for MALDI-TOF MS analysis. Among them, 2 and 
11 were down-regulated spots for Chunyou 58 (C-D1, C-D2) 
(Fig. 2A) and Yongyou 6 (Y-D1-Y-D10) (Fig. 2B), respective-
ly; and 8 and 16 were up-regulated spots for Chunyou 58 (C-
U1–C-U6) (Fig. 2A) and Yongyou 6 (Y-U1-Y-U11) (Fig. 2B), 
respectively. The abundance ratios, i.e. the percentage vol-
umes in treated samples over the percentage volumes in con-

trol samples, in different stages are shown in Figure 3. Quali-
tative changes of spots have been found. For example, Y-D6 
was visible in all stages of the N stress treatment but invisible 
in control samples, suggesting that it was induced under N 
stress treatment. Some differentially accumulated proteins 
showed quantitative changes in a time-dependent manner. 
For instance, C-U5, Y-U5, Y-U4 and Y-U16 showed smaller 
difference between the treated and control samples in early 
stages of N stress, such as at 12 h. Their abundance ratios 
were greater at 3 d or 7 d (Fig. 3), indicating that the synthe-
ses of the proteins in the treated sample were enhanced. In 
addition, spot Y-U4 was observed with a dramatic increase in 
the abundance in the treated sample at 3 d, while spot Y-D7 
decreased dramatically and almost disappeared in the treated 
sample at 7 d. 

N stress responsive proteins identified by MS 

A total of 37 differentially accumulated protein spots were 
analyzed and identified by MALDI-TOF/ TOF MS with high 
probability (Table 2). “Spots view” of 15 protein spots of 
time-dependent changes was shown in Figure 4 as examples. 
Four identified proteins were found in both varieties in all 
times during the stress treatment (Table 2). Spots C-U1 and 
Y-U6 were identified as the same protein, ribulose-1, 5-
bisphosphate carboxylase/oxygenase activase. However, they 
were located at different positions on the gels, with different 
Mr and pI (Fig. 2 A and B), indicating that they might be 
isoforms of ribulose-1, 5-bisphosphate carboxylase/ oxygen-
ase activase. It can be assumed that the enzyme is up-
regulated under stress since its expression is enhanced with 
decreased RuBisCo abundance which will reduce photosyn-
thesis. Spots C-D1 and Y-D10 were identified as rubisco large 
subunit with similar Mr and pI. Spots C-U8 and Y-U15 were 
identified as H protein subunit of glycine decarboxylase 3'-
partial. Spots C-D2 and Y-D5 were identified as putative 
transposase. 

Five proteins were involved in photosynthetic metabolism, 
including ribulose-1,5-bisphosphate carboxylase/oxygenase 
activase (C-U1 and Y-U6), type II light-harvesting chloro-
phyll a/b-binding protein (C-U4), carbonic anhydrases (C-
U5), rubisco large subunit (C-D1 and Y-D10), 23kDa poly-
peptide of photosystem II (Y-U9), dTDP-glucose 4-6-
dehydratase-like protein (C-U7) and H protein subunit of 
glycine decarboxylase 3'-partia (C-U8 and Y-U15). Six pro-
teins were the stressor response to N stress i.e. DegP2(Y-D6), 
harpin binding proteins(Y-D11), Heat shock-related proteins 

 

Figure 1. Number of spots whose abundance ratio of the differentially 
accumulated proteins were over 1.3 after N stress treatment. The 
percentage volume was considered as the abundance of each spot. The 
abundance ratio of each spot was calculated by percentage volume in 
treated samples/ percentage volume in control samples as up-
regulated spots (□), while the ones was calculated by percentage vol-
ume in control sample/ percentage volume in treated sample as down-
regulated spots (■). 

Table 1. Shoot dry weigh and N content and accumulation of the rice cultivars under the different N treatments. 

Cultivar Treatment 
Shoot dry weight (g/pot) N content (%) Shoot N accumulation(mg/pot) 

12h 3d 7d 12h 3d 7d 12h 3d 7d 

Chunyou 58 0-N 0.14a 0.21a 0.42b 6.24a 4.22b 2.04b 8.7a 8.9a 8.6b 

 Control 0.15a 0.22a 0.53a 6.34a 5.37a 4.54a 9.2a 11.8a 24.0a 

Yongyou 6 0-N 0.28a 0.44b 0.58b 6.46a 4.21b 3.27b 18.1a 18.5b 18.9b 

 Control 0.30a 0.65a 0.82a 6.37a 5.14a 4.00a 19.1a 33.4a 32.8a 
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(Y-U2), glutathione S-transferase GSTF14(Y-U4), Fibrillin-
like protein(Y-U6) in Yongyou 6, and Glyceraldehyde-3-
phosphate dehydrogenase (C-U3) in Chunyou 58. 

Photosynthesis and photorespiration 

Rubisco activase (RCA, spots C-U1 and Y-U6) is the key 
enzyme for the rapid formation of the critical carbamate in 
the active site of RuBisCo. It is modulated either by reaction 
with CO2 and Mg2+ to carbanylate a lysine residue in the cata-
lytic site, or by the binding of inhibitors within the catalytic 
site [19]. A variable number of RCA genes have been report-
ed in different plant species. In monocotyledonous plants, 
two genes have been detected [20]. Two mature RCA poly-
peptides, with molecular mass ranging between 41 kDa and 
47 kDa are present in most plants [21]. Increased 43 Kda/41 
KDa was found in low light intensity whereas the decreased 
one was found in water-stress [20]. Our result showed that 

RCA (C-U1 and Y-U6) was strongly up-regulated by N stress 
in most expanded leaves of both rice cultivars (Table 2). N 
stress can reduce the photosynthesis either by impairing acti-
vation state of RuBisCo, which is often attributed to the loss 
of RCA activity or by reducing the abundance of RuBisCo 
proteins. The reduced RuBisCo was proved by a dramatic 
down- regulation of RuBisCo large subunit (RLS) (C-D1 and 
Y-D10) in N stress samples (Table 2). These results suggest 
that the RCA was over-expressed as a feedback mechanism 
for decrease of RCA activity or RuBisCo content in both rice 
cultivars. However, different additional protective strategy 
was found between Chunyou 58 and Yongyou 6. Type II 
light-harvesting chlorophyll a/b-binding protein (LHCP) (C-
U4) and carbonic anhydrases (CA) (C-U5) were found in the 
N treated Chunyou 58 and 23 kDa polypeptide of photosys-
tem II (PsbP-PSII) (Y-U9) was strongly up-regulated in treat-
ed samples of Yongyou 6. LHCP is an approximately 25,000-
D thylakoid membrane protein, which captures and transmits 
the energy from the sunlight into biomass [22]. The increased 
LHCP was found under N stress in this experiment. With the 
reduced photosynthetic efficiency resulting from N stress, the 
up-regulated LHCP in N stressed sample might be a compen-
sation for the low photosynthetic efficiency in order to cap-
ture and transform more energy to produce the carbohydrate 
for plant growth. AC forms a family of enzymes, which cata-
lyze rapid conversion of carbon dioxide to bicarbonate and 
protons. In plants, AC may increase CO2 concentration with-
in chloroplasts in order to enhance carboxylation rate of Ru-
BisCO [23]. Rengel (1995) found that higher photosynthetic 
rate under Zn deficiency was related to higher CO2 availabil-
ity due to higher CA activity in some wheat genotypes [24]. It 
may be assumed that the less reduction of biomass in N-
stressed Chunyou 58 comparing to Yongyou 6 might be at-
tributed to higher CA activity. PsbP-PSII is one of subunits of 
the oxygen-evolving complex (OEC) of PSII. The 23-kDa 
subunit allows PSII to evolve oxygen under both Ca2+ and Cl2- 
limiting conditions, suggesting that it acts as a concentrator 
of these ions [10]. The dramatic up-regulation of PsbP-PSII 
was found in N-stressed samples of Yongyou 6, which may 
act as a compensation for the decreased photosynthesis in-
duced by N stress. The difference in regulated metabolisms 
between the two rice cultivars may be one of the major causes 
that lead to more biomass reduction for Yongyou 6 than for 
Chunyou 58. 

A marked increase in H protein subunit of glycine decar-
boxylase 3'-partial was found in N-stressed rice plants (H-
GDC) (Chunyou 58, C-U8; Yongyou 6, Y-U15). H-protein is 
the lipoyl-protein component of the glycine decarboxylase 
complex (GDC), which oxidizes glycine to support pho-
torespiration [25]. GDC consists of four proteins, including 
H-protein that helps to receive the released CO2. It was re-
ported that the expression of H-protein gene in leaf was 
stimulated by light [26]. In this experiment, more H-protein 
was found in N-stressed samples, indicating that photorespi-
ration might be enhanced when the plants are exposed to N 
stress. 

 

Figure 2. Representative 2-DE maps of rice leaf proteins. Differen-
tially accumulated protein spots (Ratio>1.3) which appeared in all 
time are selected for MALDI-TOF MS analysis and indicated by 
label in the map. Two and twelve down-regulated spots for Chun-
you58 (C-D1, C-D2) and Yongyou6 (Y-D1-Y-D10) are indicated by 
red marker. Ten and twenty four up-regulated spots for Chunyou58 
(C-U1–C-U6) and Yongyou6 (Y-U1-Y-U11) are indicated on the 
map by green marker 
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N stress- induced proteins 

Many N stress-related proteins were identified in this 
study. In general, Yongyou 6 was more sensitive to N stress 
than Chunyou 58. There were 5 N stress-induced proteins in 
Yongyou 6, including two down-regulated ones: DegP2(Y-
D6) and harpin binding proteins(Y-D11), and three up-
regulated ones: heat shock-related proteins(Y-U2), 
glutathione S-transferase GSTF14(Y-U4), and Fibrillin-like 
protein(Y-U6). On the contrast, only one stress-related 
protein was found in Chunyou 58, i.e. glyceraldehyde-3-
phosphate dehydrogenase (C-U3). DegP2 is a member of a 
large family of related Deg/Htr serine proteases found in 
most organisms, including bacteria [27], humans [28] and 
plants [29]. Bacterial DegP/HtrA protease has been 
implicated in tolerance to various stresses, including 
oxidation, salinity, pH and heat [28]. The current results 
showed that this protein was reduced under N stress (Table 
2), suggesting that the effect of DegP/HtrA protease on 
enhancing plant tolerance under the stress condition relies on 
the nitrogen nutrition. Fibrillin-like protein is a glycoprotein, 
which is essential for the formation of elastic fibers [30]. As 
lipid-binding proteins of plastids, fibrillin are induced under 

abiotic stress conditions. Yang (2006) reported that ABA 
treatment increased fibrillin accumulation, thus enhancing 
the tolerance of photosystem II to light stress-triggered 
photo-inhibition in Arabidopsis [31]. In this study, fibrillin–
like protein were increased in N stressed plants of Yongyou 6, 
indicating that as a feedback mechanism for N deficiency, the 
efficiency of photosynthesis was improved by inducing more 
fibrillin proteins to protect the photosystem II. The harpin 
protein group, which is first found and identified by Wei et 
al. (1992) in Erwinia amylovora [32], may elicit multiple plant 
responses, causing beneficial effects on crop improvement 
[33]. The current results indicated the possible defense 
mechanism of rice plants in response to N stress by inducing 
harpin proteins, thus enhancing photosynthesis and nitrogen 
uptake. Heat shock-related proteins (HSP) are a class of 
functionally related proteins, whose expression is increased 
when cells are exposed to elevated temperatures or other 
stresses [34]. The function of glutathione S-transferase 
GSTF14 protects cells from injury by a wide range of stresses 
in plants [35]. A significant up-regulation of heat shock 
related proteins and GSTF14 was found in N stressed 
Yongyou 6 (Table 2).  

 

Figure 3. Abundance ratios of the differentially accumulated proteins after 12 h, 3 d and 7 d of N stress treatment. The percentage volume was 
considered as the abundance of each spot. The abundance ratio of each spot was calculated by percentage volume in treated samples / percent-
age volume in control samples. The up-regulated proteins include C-U1 to C-U6 (A, D, G), and Y-U1 to Y-U11 (B, E, H); the down-regulated 
proteins are C-D1 to C-D2 (A, D, G), and Y-D1 to Y-D10 (C, F, I). Spots with * means either the abundance ratio of differentially accumulated 
protein was over 10,000 or the protein was absent in the treated or control sample. 
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Table 2. Differentially accumulated proteins identified by MS. 

MS 

SPOT 
Rank Protein Name Accession No. 

Protein 

Score 
Protein MW Protein PI 

Ratio 

12h 3d 7d 

C-U1 

ribulose-1,5-bisphosphate 

carboxylase/oxygenase activase [Oryza 

sativa] 

gi|115486823 218 48127.9 5.85 1.40 1.52 2.55 

C-U2 
putative gypsy-type retrotransposon [Oryza 

sativa (japonica cultivar-group)] 
gi|18071410 39 165471.2 9.53 1.36 2.36 1.40 

C-U3 
glyceraldehyde-3-phosphate dehydrogenase 

[Oryza sativa] 
gi|2331137 173 36707.0 9.55 1.74 1.66 1.75 

C-U4 

type II light-harvesting chlorophyll a/b-

binding protein [Oryza sativa Japonica 

Group] 

gi|218174 54 28566.4 5.61 1.54 1.88 1.68 

C-U5 carbonic anhydrase 3 [Oryza sativa] gi|5917783 134 29585.0 8.41 1.92 1.79 1.34 

C-U6 
putative metalloproteinase [Oryza sativa 

(japonica cultivar-group)] 
gi|14165330 42 32250.9 6.36 1.75 1.38 1.72 

C-U7 
dTDP-glucose 4-6-dehydratase-like protein 

[Oryza sativa] 
gi|18201659 40 26091.4 7.1 1.60 1.08 1.03 

C-U8 

H protein subunit of glycine decarboxylase 

3'-partial [Oryza sativa (japonica cultivar-

group)] 

gi|10257441 67 7156.6 8.98 22.25 11.89 1.50 

C-D1 rubisco large subunit gi|476752 79 45614.8 8.43 1.46 1.91 1.38 

C-D2 
putative transposase [Oryza sativa 

(japonica cultivar-group)] 
gi|34015353 49  6.56 1.42 1.39 2.13 

Y-U1 
ribulose-1,5-bisphosphate carboxylase 

activase [Oryza sativa] 
gi|13569643 273 21737.8 4.78 1.49 2.04 1.35 

Y-U2 
heat shock-related protein [Oryza sativa 

(japonica cultivar-group)] 
gi|29367425 404 45014.5 5.02 1.69 1.48 1.52 

Y-U3 
Os06g0176700 [Oryza sativa (japonica 

cultivar-group)] 
gi|115466716 203 40022.5 5.16 1000000 1000000 1000000 

Y-U4 
glutathione S-transferase GSTF14 [Oryza 

sativa(japonica cultivar-group)] 
gi|46276327 514 30766.5 7.77 4.52 6.38 2.00 

Y-U5 
putative protein kinase ADK1 [Oryza sativa 

Japonica Group] 
gi|52077492 41 26201.6 9.55 1.49538 1.37301 1.34866 

Y-U6 
fibrillin-like protein [Oryza sativa (japonica 

cultivar-group)] 
gi|29367475 510 33923.7 5.04 1.51 1.72 2.47 

Y-U7 
Putative wall-associated protein kinase 

[Oryza sativa (japonica cultivar-group)] 
gi|14029040 40 53505.1 6.01 1.8159 1.55712 1.55934 

Y-U8 
oryzain gamma precursor [Oryza sativa 

Japonica Group] 
gi|218185 51 39692.5 7.07 1.79 1.48 2.01 

Y-U9 
23kDa polypeptide of photosystem II [Ory-

za sativa] 
gi|2570499 271 27173.9 9.06 1.82 2.74 t 

Y-U10 
Os08g0455800 [Oryza sativa (japonica 

cultivar-group)] 
gi|115476734 240 21683.7 5.15 1.56 1.79 1.34 

Y-U11 
hypothetical protein [Oryza sativa Japonica 

Group] 
gi|42407348 54 7766.8 10.96 1.44 2.02 2.00 

Y-U12 
Os08g0478200 [Oryza sativa (japonica 

cultivar-group)] 
gi|115476908 371 19712.9 5.19 1.70 1.98 1.33 

Y-U13 
Os10g0471300 [Oryza sativa (japonica 

cultivar-group)] 
gi|115482468 161 18653.4 5.61 1.57 1.38 1.61 

Y-U14 
hypothetical protein LOC_Os03g43310 

[Oryza sativa (japonica cultivar-group)] 
gi|53370666 39 20432.4 10.86 1.45 1.87 1.94 

Y-U15 
H protein subunit of glycine decarboxylase 

3'-partial [Oryza sativa (japonica cultivar-
gi|10257441 60 7156.6 8.98 1.37 4.58 1.88 
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group)] 

Y-U16 
Os06g0705100 [Oryza sativa (japonica 

cultivar-group)] 
gi|115469830 298 24997.9 8.74 1000000 2.06 1.42 

Y-D1 
putative chloroplast inner envelope protein 

[Oryza sativa (japonica cultivar-group)] 
gi|10140720 812 108209.8 5.37 2.38 1.43 1.35 

Y-D2 
putative SecA [Oryza sativa Japonica 

Group] 
gi|52075758 410 114899.0 5.78 2.47 1.49 1.54 

Y-D3 
Os03g0401300 [Oryza sativa (japonica 

cultivar-group)] 
gi|115453437 72 93362.3 5.94 1.79 2.84 1.77 

Y-D4 
Os02g0285800 [Oryza sativa (japonica 

cultivar-group)] 
gi|115445587 360 74035.2 7.08 2.16 1.76 1.32 

Y-D5 
putative transposase [Oryza sativa 

(japonica cultivar-group)] 
gi|34015353 45 66527.4 6.56 1.51 1.94 1.37 

Y-D6 
putative DegP2 protease [Oryza sativa 

(japonica cultivar-group)] 
gi|51038169 37 65771.4 5.73 1.94 1.93 1.61 

Y-D7 
Os06g0562600 [Oryza sativa (japonica 

cultivar-group)] 
gi|115468554 268 59720.8 5.71 1.39 2.11 1000000 

Y-D8 
eukaryotic initiation factor 4A [Oryza 

sativa Japonica Group] 
gi|303844 207 47393.1 5.43 1.91 4.52 2.08 

Y-D9 
hypothetical protein [Oryza sativa 

(japonica cultivar-group)] 
gi|13236651 142 45168.2 5.27 2.90 1.43 1.35 

Y-D10 rubisco large subunit gi|476752 157 45614.8 8.43 1.31 1.70 1.63 

Y-D11 
harpin binding protein 1 [Oryza sativa 

(indica cultivar-group)] 
gi|38679325 78 28457.0 8.92 1.43 1.65 2.30 

         

Glyceraldehyde 3-phosphate dehydrogenase (C-U3) 
(GAPDH, EC 1.2.1.1) was up-regulated in N stressed Chun-
you 58. GAPDH plays important roles in various cellular 
processes. It is a central glycolytic protein with pivotal role in 
energy production, and is also an abundant and crucial en-
zyme in glycolysis and gluconeogenesis in most plants [36]. 
Moreover, GAPDH is a protein with multi-function, involv-
ing in the translational control of gene expression [37]. For 
the last decade, there were many reports that GAPDH works 
as a stressor associated with oxidative stress in cells that un-
dergo apoptosis [38]. It may be suggested that over-
expression of GAPDH in N stressed Chunyou 58 acts not 
only as an oxidative signal to N deficiency, but also an energy 
production through its glycolytic function. 

Membrane transporter 

Putative chloroplast inner envelop protein (Y-D1) and Se-
cA protein (Y-D2) were down-regulated in N stressed 
Yongyou 6. Chloroplast inner envelop is highly specialized 
with transport proteins, which involved in the movement of 
ions, small molecules, or macromolecules. SecA proteins were 
found in the thylakoid membrane as well as the cytoplasmic 
membrane, and they involved in protein translocation across 
the thylakoid membrane [39]. The current results showed 
that the translocation across the chloroplast or thylakoid 
membrane was inhibited in Yongyu 6 under N stress.  

Different protective strategies under N stress between two cul-
tivars 

Resolving the cause and effect relationship in plants subject 
to a nitrogen limitation is difficult because nitrogen stress 
initiates a series of complex physiological responses varied 
over the time and the stress degree. Many of the physiological 
metabolisms were directly or indirectly involved with the 
stress effect. For example, the net photosynthesis rate in most 
extended leaves acclimate to N stress with highly up-
regulated RCA in two cultivars as well as LHCP / CA and 
PsbP-PSII in Chunyou 58 and Yongyou 6, respectively. The 
similar results were also reported by De Groot et al. (2003) 
that photosynthetic light-harvesting and electron-transport 
activity acclimate to nitrogen stress so that the internal rela-
tionships between electron transport by photosystems I and 
II do not change; the linear relationship between PSII, and 
PSI was not affected [40]. In protein profile, RCA could play 
a role of a chaperone, either in helping target the thylakoid 
membrane or in protection of translation machinery related 
to thylakoid against abiotic stress [41]. Thus the up-regulated 
RCA could protect the photosynthesis machinery under N 
stress. Despite of the similar protection from the RCA, differ-
ent protective strategies were drown out from cultivars differ-
ing in NUE. LHCP / CA were up regulated in Chunyou 58 
resulting in the slightly biomass decrease subjected to a nitro-
gen limitation. Only PsbP-PSII was consistently up regulated 
for carbon production metabolism over the stress period in 
Yongyou 6. This may be considered as the major cause for the 
biomass differentiation between the cultivars. 
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Figure 4. Time-dependent changes of the 15 of 48 differentially accumulated proteins. Proteins in leaves were extracted from both control and 
stressed samples after 12h, 3d and 7d treatment and separated by 2-DE. 

 

4. Concluding remarks 

A systematic proteomic analysis of the leaf proteins in N 
stressed rice was carried out in this study. Of the six protein 
spots involved in photosynthesis and photorespiration, three 
were identified in the two rice cultivars at all times during the 
treatment. These are: Rubisco activase, RuBisCo large subu-
nit, and H protein subunit of glycine decarboxylase 3'-partial. 
Six stress-induced proteins were identified, including DegP2, 
harpin binding proteins, heat shock-related proteins, gluta-

thione S-transferase GSTF14, fibrillin-like protein and glycer-
aldehyde-3-phosphate dehydrogenase. Two proteins, i.e. 
putative chloroplast inner envelop protein and SecA protein 
are related to membrane translocation, Moreover, two novel 
proteins, harpin binding protein and oryzains gamma pre-
cursor, were found in the rice leaves under N stress. These 
results provide useful information for further investigation of 
their functions using genetic or genomic approaches. 
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Profile-based protein-sequence analysis algorithms comprise some of the most powerful and user-friendly methods for exploring protein se-
quences to determine their structure, function, and/or evolution (1-4). PSI-BLAST (5, 6) and rps-BLAST (7) are two of the most popular pro-
file-based algorithms (~1,120 references to date), and have exceptional utility in the identification of homology between proteins, particularly 
for biological scientists who do not specialize in computational approaches.  However, when the performance of these algorithms is compared 
to other methods [e.g. support-vector machine learning (SVM) (8), hidden-Markov models (HMMs) (9)], they often underperform in identi-
fying the aforementioned protein properties (3, 9-11). We have previously demonstrated that the utility of BLAST algorithms can be signifi-
cantly improved by: (i) adaptations to the profile libraries employed, (ii) adjustments to output formats, and (iii) alterations to BLAST 
algorithm itself (4, 6, 12-14). We present here Adaptive-BLAST (Ada-BLAST), which provides a simple user-defined platform for measuring 
and analyzing primary amino acid sequences. Within this platform, we developed a series of local BLAST applications (apps) that take ad-
vantage of the speed and sensitivity afforded by BLAST, while allowing for maximal user-definitions and flexible visualization. We tested the 
efficacy of these apps in control experiments, studying fold-recognition, in which we obtained >90% accuracy in highly divergent sequences 
(>25% identity). In addition, these same apps were proficient in classifying transmembrane proteins, identifying structural/functional deter-
minants of ion-channels/receptors, and informing structural modeling algorithms. Indeed, these Ada-BLAST informed-structural models were 
useful in guiding our experimental research on the N-terminus of Transient Receptor Potential ion-channels (TRPs).  Taken together, we 
propose that Ada-BLAST provides a powerful computational tool that is accessible to bench-scientists and computational biologists alike. The 
codes for Ada-BLAST are publicly available at: http://empathy.rcc.psu.edu/. 

Keywords: BLAST, Ada-BLAST, rps-BLAST, PSI-BLAST, twilight-zone, TRP channels, ankyrin repeats, transmembrane prediction, protein 
function, protein evolution, protein structure, homology modeling, TRPC3, TRPV4, TRP_2, VAMP, SNARE, fusogenic, lipid-binding. 

1. Introduction 

One of the major challenges that biologists face is identify-
ing the relationships between highly divergent protein se-
quences. Although many methods (e.g., (12, 16, 17)) have 
attempted to address the problem, the challenge remains 
unsolved. In general, when pairwise sequence alignments 
between protein sequences fall below 25% identity, statistical 
measurements do not provide support for clear phylogenetic 
relationships, structural features, or protein function(s) de-
spite intensive research in this area (11, 18-20). 

BLAST algorithms are powerful and the institutional “web-
based” versions are popular among bench-scientists (21). 
Although a large amount of highly informative data is col-

lected by BLAST, they are not easily accessed or formatted for 
use with other algorithms. This is exemplified by perfor-
mance evaluations for homology detection, where PSI-
BLAST underperforms when used as an analysis algorithm 
(3, 9, 11, 20). Our previous studies suggested that user-
defined libraries of Position Specific Scoring Matrices 
(PSSMs), modifications of BLAST algorithms and settings 
(e.g. e-value, substitution matrices, sequence-embedding), as 
well as format changes to BLAST outputs are all useful in 
increasing the performance of BLAST, particularly for highly-
divergent sequences (4, 12, 13, 15, 22). 

These findings form the basis of our vision for Adaptive 
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BLASTing (13), an approach which is designed to maximize 
user-defined variables and output formats to augment the 
utility of BLAST data, while maintaining computational ease 
and efficiency. Ada-BLAST is designed to take any idea from 
experimentalists and to provide a computational tool to ex-
plore his/her idea (Fig. 1). Ada-BLAST begins by identifying 
protein sequences that contain a relevant structural, func-
tional, and/or evolutionary characteristic to ones question of 
interest.  Following, an rps-BLAST compatible PSSM library 
of these sequences can be created and amplified using PSI-
BLAST. Query sequences of interest can then be aligned with 
these libraries with user-defined variants of rps-BLAST, each 
of which has specific advantages (13). We have written simple 
apps that allow for the various outputs that rps-BLAST pro-
vides (e.g. % identity, % coverage, pairwise alignments) to be 
formatted for use by similarity and distance matrix algo-
rithms, as well as a plethora of visualization and alignment 
algorithms (6, 13, 14). These format adjustments make Ada-
BLAST data highly interoperable, providing a straightforward  

mechanism for networking multiple algorithms under the 
umbrella of BLAST. In the present manuscript, we demon-
strate the utility that is imparted to BLAST by user-defined 
applications and suggest that a wealth of information exists in 
protein sequences that have yet to be fully realized. 

2. Methods 

2.1 Ada-BLAST Logic 

In our previous studies, we determined that low-identity 
alignments can be informative to laboratory experiments at 
multiple scales (e.g., whole protein, single protein domain 
and single amino acid). We have used these analyses: (i) to 
reconstruct evolutionary histories (4, 12, 14), (ii) to identify 
functions in domains of unknown function (4, 23-25), (iii) to 
classify structural homologues of high sequence divergence 
(4, 13),  and (iv) to inform our biochemical experimentation 
by isolating key amino acids important to protein function 
(22-26). We present here the logic behind the user-defined 
processes in Ada-BLAST platform.  

2.2 User-defined PSSM Libraries 

It is well-established that PSSMs contain more information 
that single sequences.  This is due to the fact that PSSMs con-
tain a frequency distribution of substitutions inherent to ho-
mologous yet divergent sequences (3, 5, 20). When large 
PSSM libraries are constructed, they can be quite powerful; 
however, it is often the case that institutional PSSM libraries, 
such as those found on NCBI, are not easily adapted to search 
for specific protein characteristic. We have created an app 
that allows for the easy creation of user-defined PSSM librar-
ies that are formatted for use in rps-BLAST.  The basic idea 
underlying our method begins by compiling a set of PSSMs 
that the query sequence is compared to. These profiles can be 
obtained from any protein-sequence knowledge-base source 
(e.g., Protein Data Bank, Pfam, SMART, NCBI Conserved 
Domain Database (CDD)) (7, 27-29), or they can be locally 

generated by using PSI-BLAST(5). Our studies demonstrate 
that when PSSMs are generated using PSI-BLAST (e-value= 
10-6, 6 iterations), nearly all of the sequences returned are 
homologous to the query utilized (6, 12). In this way, a user-
defined PSSM library can be rapidly constructed that is en-
riched for the protein characteristic of interest. 

2.3User-defined rps-BLAST 

Our previous results demonstrate that low-identity align-
ments obtained from rps-BLAST at insignificant e-values can 
be informative (as high as e-value=1010) (4, 6, 15). Our results 
also demonstrate that the removal of e-value using sequence 
embedding can also be a beneficial local BLAST app (4, 13). 
Therefore, we have streamlined Ada-BLAST to allow for mul-
tiple variations of rps-BLAST to be used, such that multiple 
datasets can be obtained from the same set of query sequenc-
es. 
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Figure 1. Ada-BLAST Concept. This model depicts the logic behind 
our user-defined interface. The process begins by a scientist decid-
ing on specific protein characteristics that they wish to measure and 
collecting sequences which are known to have these characteristics. 
Following, these sequences can be amplified and converted into an 
rps-BLAST compatible database using PSI-BLAST. Each library can 
then be entered into a user-defined rps-BLAST interface that allows 
the user to easily control statistical thresholds and settings. The out-
put from rps-BLAST can then be formatted into either alignment 
outputs or matrix outputs such that these data are interoperable 
with a multitude of other analysis and visualization programs. 
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In addition to native rps-BLAST, we utilize embedded 
alignment algorithm (i.e., embedded rps-BLAST) in our plat-
form. With respect to embedded alignments, we utilize a 
single domain PSSM database for pairwise comparisons. In 
brief, we modify the query sequence with a “seed” from the 
PSSM, creating a consistent initiation site. The “seeds” are 
generated from the profiles by taking a portion (e.g., 10% in 
this study, based on the results from our previous studies (12, 
13)) of the PSSM sequence (e.g., from the N-terminus or C-
terminus). This strategy was designed to amplify and encode 
the alignments possible for any given query sequence. Instead 
of a sliding window, we utilized a sliding “seed”, a procedure 
that is similar yet inverse to the embedding strategies em-
ployed by Henikoff and Henikoff (1). Since BLAST algo-
rithms are based on a “hit and the extension of the hit” 
approach, the embedded “seed” creates a consistent initiation 
site that allows rps-BLAST to extend an alignment even be-
tween highly divergent sequences. Next, we filter out the 
alignments from rps-BLAST using the thresholds of percent-
age identity and percentage coverage (i.e., the alignment 
length as a function of the profile length) to remove noisy or 
random alignments.  

Despite the potential of the original embedded alignment 
strategy for answering a diverse set of biological questions (4, 
6, 12, 15), their computational costs made them prohibitively 
expensive. To address this challenge, we created a novel se-
quence alignment app that is as sensitive as our previous 
methods but orders of magnitude faster (see (13) for com-
plete method). Our Ada-BLAST sequence embedding app 
exploits the similarity among embedded sequences to adap-
tively avoid expensive computations. Instead of inserting a 
seed into every position of a query sequence, Ada-BLAST 
embeds a seed at the query positions where the seed is likely 
to be extended to an alignment  

2.4 User-defined rps-BLAST Outputs 

Similar to phylogenetic profiles or kernel approaches (30-
32), Ada-BLAST can represent a protein as a vector where 
each entry quantifies the existence of alignments with a given 
PSSM as measured via alignment algorithm of choice (4, 13). 
This procedure can be readily adapted to make an unbiased 
comparison between a series of query sequences by subjecting 
them to the same screening analysis with the same set of 
PSSM sequences. Our previous studies determined that % 
identity, % coverage, and in the case of embedded rps-
BLAST, # of hits, are all informative measures which we parse 
from alignments. In addition, we collect the start and stop 
position for every alignment above a given threshold which 
are informative for the detection of domain boundaries (4, 
23, 33). We also collect the alignment data for each library to 
obtain positional data which reflects the conservation of ami-
no-acids from alignments obtained with a given library (see 
Methods for complete description). 

We have developed apps which collect the aforementioned 
data and provide it in two formats which are highly interop-
erable with matrix and alignment algorithms. For matrix 

algorithms, we represent each query sequence (N) as a vector 
of non-negative numbers (in our case comprised of identity, 
coverage, and/or # of hits) in M dimensions (M= # of 
“PSSMs” tested). This N×M data matrix can then be used to 
create a tree of relationships using hierarchical clustering on 
the basis of any similarity metrics (e.g. Pearson’s correlation 
(34), multi-dimensional scaling (35), etc) between each query 
sequence. Importantly, any output obtained from rps-BLAST 
(e.g. bit score, positional frequency, etc) can easily be incor-
porated into this matrix using our user-defined apps; howev-
er, we have yet to determine the information content of these 
other variables. In addition, these same data can also be con-
verted to a distance matrix (N×N) using Euclidian distances, 
making the output appropriate for measuring evolutionary 
relationships (4, 12, 14).  

The alignment information we obtain with our apps allow 
for alignment boundaries to easily mapped and analyzed 
using a variety of graphing algorithms. In addition, we have 
developed an app which translates our data into a WebLogo 
compatible output (36) for visualization of amino-acid com-
position (see Methods). Importantly, the outputs presented 
here are only the ones we have considered and applied; for 
the computer savvy user, apps for multiple other outputs can 
be envisioned, coded and easily added to the Ada-BLAST 
platform. 

3. Results 

3.1 Applications for Fold Classification 

As a control for our platform, we performed a fold-
recognition assay using 534 sequences from 61 unique fold 
groups obtained from the “twilight zone” SABmark reference 
dataset (10). In this dataset, all structurally resolved sequenc-
es are <25% identity to one another, making it a challenging 
dataset.  Indeed, our first attempts to resolve this dataset us-
ing the NCBI CDD PSSM library obtained an accuracy of 
only ~30% at a 1 in 100 false-positive rate (4). To test whether 
user-defined libraries could improve our performance, we 
generated 61 fold-specific PSSM libraries using 3,995 PDB 
reference sequences, all of which comprise TZ-SABmark 
queries in our dataset. These queries contribute, on average, 
~3.6 PSSMs for our fold-specific libraries (Fig. S1a). 60 TZ-
SABmark sequences that did not create PSSMs at the settings 
used (see Methods) serve as blind-test sequences (i.e. these 
sequences do not have self-generated PSSMs in our fold-
specific libraries), while other 474 sequences serve as control 
sequences. All TZ-SABmark sequences were represented as a 
vector of fold-specific scores (see Methods) to be related in 
our platform.  

In Figure 2a, we present a receiver operating characteristic 
(ROC)-curve for TZ-SABmark using these libraries at two 
different thresholds (see Fig. S1b,c for different thresholds). 
At a false positive rate 0.001, we achieved sensitivity ~0.97 
and ~0.94 for e-values of 0.01 and 1010 respectively. As ex-
pected, the pairwise % identity between TZ-SABmark test 
sequences and their self-generated PSSMs are low identity 
(~60% of the alignments are <25% identity). Nevertheless, the  
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Figure 2. Fold Recognition and Fold Clustering with the Fold-specific Libraries. (a) ROC curves of Ada-BLAST. TZ-SABmark queries were 
encoded in a vector using rps-BLAST alignments of e-value 0.01 and 1010 with 61 fold-specific PSSM libraries (see the Supplemental Meth-
ods). (b) Hierarchical clustering of TZ-SABmark queries (left dendrogram: e-value 1010, 80% coverage, right dendrogram: e-value 0.01, no 
coverage threshold). The queries which could not be clustered with their related folds using Pearson’s correlation 0.5 as a cutoff value (red 
dotted line) are in red (mis-clustered queries exclusively in either dendrogram) or blue (mis-clustered in common). The queries, which could 
not cluster with any other sequence as forming an individual cluster, are marked in green boxes. (c) Comparison of accuracy of e-value 0.01 
and e-value 1010, and expected accuracy when assigning queries into the cluster with higher correlation from e-value 0.01 or 1010 (e-val 0.01 
+ e-val 1010 expected) for either of 474 test or 60 control TZ-SABmark queries. (d) By hierarchical clustering of TZ-SABmark queries (e-value 
1010, 80% coverage) encoded with the 61 fold-specific libraries, d1d4ua1 is correctly clustered with its true fold group without self-generated 
PSSMs. (e) Predicted a.6 SCOP fold region (blue) in the full length sequence 1D4U:A. Red line annotates an actual Putative DNA-binding 
domain (a.6) SCOP fold region in the protein. SCOP defined two domains in 1D4U:A, such as d1d4ua1 (a.a.37-111) which is one of TZ-
SABmark queries, and d1d4ua2 (a.a.1-36). By SCOP classification, d1d4ua1 is classified as a.6 fold while d1d4ua2 is classified as Glucocorti-
coid receptor-like (g.39) fold. For regional prediction, Ada-BLAST embedded alignment was run with 10% seed size and 60% coverage and 
10% identity thresholds using Putative DNA-binding domain (a.6) fold-specific PSSM library. 
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pairwise alignments collected with both of the e-value 
thresholds (0.01 and 1010) for these PSSM libraries are ex-
tremely divergent (Fig. S2). 

We next sought to determine if hierarchical clustering (34) of 
TZ-SABmark encoded by our fold-specific PSSM libraries 
could rebuild appropriate SCOP fold classification (Fig. 2b). 
Let accuracy be % of TZ-SABmark queries clustered with the 
sequences from their respective fold groups. We calculated 
accuracy separately for the control and test datasets (Fig. 2c). 
For the control sequences, we observe 98.9% and 99.6% accu-
racy at e-value 1010 and 0.01 respectively. If we assign queries 
into the cluster with higher correlation from e-value 0.01 or 
1010 (i.e. comparative measurement), we obtain 99.8% accu-
racy (e-val 0.01+e-val 1010 expected in Fig. 2c). For the 60 test 
sequences, we observe 83.3%, 86.7%, and 90% accuracy at e-
value 1010, 0.01, and the comparative measurement respec-
tively. The examples which are properly clustered by compar-
ative measurement are given in Figure S3. 

We analyzed TZ-SABmark queries which cannot be clus-
tered with their related fold sequences with Pearson’s correla-
tion 0.5 cutoff at e-value 0.01 and 1010 respectively (queries in 
red or blue in Fig 2b). Surprisingly, 9 out of the 10 queries at 
e-value 0.01 are not clustered with any other sequences (que-
ries in green boxes in Fig 2b-right). It suggests that 99% of the 
TZ-SABmark queries clustered with at least a single other 
sequence can be accurately predicted by the fold of the se-
quences in the same cluster. By comparative measurement 
between e-value 0.01 and 1010 as previously described, we 
obtain 98.9% accuracy for the entire TZ-SABmark queries 
because only 6 queries do not correlate with their related fold 
group clusters in either condition. Importantly, these experi-
ments demonstrate that information collected from tradi-
tionally insignificant e-values can be informative. 

3.2 Applications for Transmembrane Protein Classification 

Based on previous results, we next tested whether our ma-
trix outputs can be used to classify transmembrane proteins. 
All transmembrane proteins are similar in that they have, for 
the most part, highly hydrophobic helices that transverse 
lipid-bilayers, yet are all functionally unique. In general, the 
similarity measurements between two protein sequences are 
typically done by directly aligning the two sequences, one 
against the other. However, using Ada-BLAST, we compute 
an N×M matrix for all query sequences using the same PSSM 
library (4, 13). 

To test the efficacy of our N×M matrices built using em-
bedded alignments or alignments over a range of rps-BLAST 
e-value thresholds, we curated a set of transmembrane con-
taining proteins from a range of different protein families 
(e.g. voltage-gated Ca2+, K+, and Cl- channels, calcium-
activated K+ channels, cyclic-nucleotide gated channels, tran-
sient receptor potential channels (TRPs), receptor tyrosine 
kinases, G-protein coupled receptors (GPCRs), transporters 
and exchangers). Each of these 74 sequences was analyzed 
using both query-embedded and native rps-BLAST using our 
integral lipid-binding database (ILB-DB) which contains 

38,155 PSSMs we generated using PSI-BLAST. The results 
from this analysis were encoded into an N×M matrix with 
composite scores (see Methods), and were then subjected to 
hierarchical clustering as above. In Figures 3a, we report the 
condition (e-value=100) that achieves the highest degree of 
classification (see Figure S4,5 for Ada-BLAST embedded and 
e-value=0.01 clusters, respectively). 

While the classifications are not perfect, all three clusters 
show robust measures for pairing related sequences.  Intri-
guingly, several clades of potassium and cyclic-nucleotide 
gated channels are close to TRP channels. All three of these 
groups have 6 TMs and are thought to be structurally related 
(37).  Importantly, these fold/function-specific subgroups are 
not classification hierarchies in our fold-specific transmem-
brane library, but emerge as a function of the N×M matrix 
analysis. 

When using Pearson’s correlation coefficient 0.5 as a 
threshold, Ada-BLAST data at e-value=100 achieves 15 clus-
ters (42 proteins) whose proteins have all the same function 
while embedded data has 12 such clusters (37 proteins). In 
data not shown, we observe that both the Pearson’s correla-
tion values and the overall topology are compromised when 
measured at e-value=1010. Taken together, this data demon-
strates (i) that the classification app has utility, and (ii) that 
PSSM libraries generated from proteins having a similar 
characteristic yet diverse function can be used to cluster pro-
tein families.  Indeed, these results support our previous stud-
ies wherein we used PSSM libraries constructed using diverse 
lipid-binding and nucleic acid-binding folds to identify bio-
logically relevant domains (6, 15, 24, 38). 

3.3 Applications for Identifying Secondary Structural Elements 
and Amino-acid Conservation 

As a final control, we conducted analyses on a structurally 
resolved (X-ray Crystallography) transmembrane protein, 
Bovine Rhodopsin (PDB: 1F88) in order to determine the 
information content contained in a pure population of em-
bedded alignments and information obtained over a range of 
e-values using native rps-BLAST (7). Supplemental Figure 11 
depicts the output of rps-BLAST (e-value threshold 0.01) for 
the domain architecture of 1F88. Notably, rps-BLAST returns 
alignments for multiple PSSMs defined as Serpentine type 7 
TM domains. Our theories on structurally/functionally relat-
ed PSSM libraries predict that additional information below 
the accepted statistical thresholds can utilized to define, with 
higher resolution, domain boundaries and secondary struc-
tural elements. 

This hypothesis was tested and the performance was evalu-
ated against Ada-BLAST and the Hidden Markov Models 
(TMHMM) (Fig 4a-c, Fig S7) (39). While neither TMHMM 
nor Ada-BLAST accurately model the entire crystal structure, 
we observe several interesting features. For example, several 
of the membrane-spanning helices are interrupted by loop 
regions that are not identified by TMHMM. Indeed, the C-
terminus of 1F88 contains 3 small helices, the last of which is 
a bent-helix that is believed to be parallel to the membrane 



Yoojin Hong et al., 2010 | Journal of Integrated Omics 

   88-101: 93 

(aa 288-348, Fig 3c). Various Ada-BLAST settings show mul-
tiple views of these smaller helices with embedded data hav-
ing the highest signal. Another region of interest is contained 
between aa 91-111, which is a loop in the crystal structure, 

but is predicted to be a short helix by Ada-BLAST. We theo-
rize that this loop may be, under native conditions, a bent-
helix similar to other regions in the protein. Our amino acid 
conservation data also demonstrates that 6 of the top 8 scor-

 
Figure 3. A Classification based on Heirarchical Clustering. 74 sequences representing multiple classes of transmembrane containing proteins 
were hierarchically clustered and visualized by Cluster and Treeview [34]. The dotted lines represent the correlation scores derived from the 
analysis. Alignments for the ILB-DB PSSMs were derived at e-value=102 threshold (see Supplemental Figure 9-10 for additional clusters of 
other Ada-BLAST settings). 
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ing residues (with higher scores representing increased con-
servation) compared between different Ada-BLAST views 
surround the chromophore binding site, which must be con-
served for vision to occur (Fig 4b). Taken together, our con-
trol experiments provide support for the idea that Ada-
BLAST can be implemented to investigate any protein se-
quence, while providing outputs that are interoperable with a 
variety of analysis algorithms. 

3.4 Using Ada-BLAST to investigate Transient Receptor Poten-
tial Channels 

As stated in the introduction, we created the Ada-BLAST 
interface with bench-scientists in mind. A primary focus of 
our research group is TRP channel physiology, in particular 
vertebrate TRPC3, whose physiological role has yet to be 
clearly elucidated (23, 24, 38, 40).  The TRP channel super-
family is well-known for being involved in all areas of sensory 
perception, as well as variety of other biological functions (41, 
42). The TRPC (canonical) channels are most closely related 
to the TRP channel found in drosophila eye which are re-

quired for vision (43). Although these channels have been 
extensively studied, little structural data exists for these chan-
nels.  This lack of structural data can be confounding when 
seemingly disparate results are obtained from functional as-
says where mutational analysis is performed. Further, most of 
the functional data obtained from cellular studies cannot be 
predicted using popular institutional sequence analysis algo-
rithms; thus, most TRP channel sequences have little func-
tional annotation as well. When the human TRPC3 sequence 
is searched against NCBI CDD using rps-BLAST (e-
value=0.01), alignments for ankyrin repeats, the ion-channel, 
and the TRP_2 domain are identified (Fig 5, top). These re-
sults are presented in a graphical output that allows for the 
individual alignments to be observed (Fig 5, middle), and 
provides links to multiple sources of information for these 
domains.  

While informative, these data cannot easily be extracted in 
a format that can be used for quantitative comparisons. Con-
versely, our data outputs provides the positional conservation 
data obtained using our TM and ankyrin fold-specific data-

 
Figure 4. Ada-BLAST analysis of Bovine Rhodopsin.  (a) The primary amino acid sequence of 1F88 was run against ILB-DB in Ada-BLAST 
(embedding setting). This graph depicts normalized raw data (right axis) compared with the data smoothed by Fast Fourier Transform (set-
ting=8). These data were normalized by subtrating the average score across the full length sequence from each amino acid position. (see Sup-
plemental Figure 11-12 for rps-BLAST and baseline corrected Ada-BLAST data) (b) Positional Data for TM was compared between Ada-
BLAST settings (embedded, e=0.01, e=100, and e=1010). Residues which appeared in 4/4, 3/4, and 2/4 settings are annotated to the structure of 
1F88. The majority of the conserved high-scoring residues are in and around the known chromophore binding site. (c) The structure of 1F88 
amino acids 288-322 are shown along side the positional data from Ada-BLAST. Interestingly the Ada-BLAST data correlates with transition 
points in this structural region which bends into three helical subunits. (d) This panel depicts an Ada-BLAST sequence Logo for TM DB (aa 
290-299) as an additional view of the postional data. 
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base (ANK DB, 449 profiles) for TRPC3 (Figure 5, bottom). 
When compared to NCBI, our embedded app data suggests 
that the both the channel domain boundaries and the ankyrin 
repeat boundaries are under-estimated. In Figure S8-9, we 
compare our ILB-DB results to those obtained using TM-
HMM for human TRPC3 and TRPV5. Although the results 
are very similar, TM-HMM predicts a transmembrane helix 
in a region of TRPC3 that is known to comprise the TRP-box, 
which is a peripheral lipid-binding domain, and thus may be 
an error. In both instances, Ada-BLAST predicts a larger 
channel region than is annotated by rps-BLAST, which ac-
cords with the current ideas in the literature (37). 

Similar to our channel boundary predictions, our ANK-DB 
results suggest that the number of ankyrin repeats in the N-
terminus of TRPC3 are underestimated by rps-BLAST (Fig 5, 
green). To investigate whether this results could be accurate, 
we compared the results we obtained for TRPC3 with the 
results we obtained for the structurally resolved ankyrin re-
peats in TRPV6 (Fig 6a) using our ANK-DB.  When the over-
lapping alignments we obtain are plotted, six clear peaks can 
be observed, which accord with the 6 ankyrin repeats in the 
structure (Fig 6b). The amino-acid conservation data (Fig 6a), 

suggests that repeats 3 and 4 are highly conserved, while re-
peats 1-2 and 5-6 are less conserved. A very similar pattern 
for both the overlapping alignment and amino-acid conserva-
tion data is obtained for TRPC3 (Fig 6c). 

As these alignments extend from amino-acid 1-280 in hu-
man TRPC3, this suggests that the TRP_2 domain (~aa 194-
260) in TRPC3, which has been implicated in peripheral li-
pid-binding and vesicle fusion (23, 44), is comprised of 
ankyrin repeats. By homology, this also suggests that the 
TRP_2 domain is contained in TRPV channels, which is gen-
erally not observed in these channels. To investigate this hy-
pothesis, we aligned the Ada-BLAST-defined region of 
TRPC3 which was positive for ankyrin alignments with the 
chicken TRPV4 ankyrin repeat sequence (which has been 
structurally resolved) using MUSCLE (45). Although the 
overall alignment is low identity (~13%), the resulting struc-
tural model obtained from Modeller (46) using the MUSCLE 
alignment was high-quality (Fig 6d, 7). The best model we 
obtained (1470.32458 molpdf score, -21539.84961 DOPE 
score, and 0.33691 GA341score) was structurally aligned to 
the TRPV4 structure using MAMMOTH (47) (Fig 6d). The 
TRPC3 model mirrors the carbon backbone of the TRPV4 

 
Figure 5. rps-BLAST and Ada-BLAST analysis of TRPC3. (top) NCBI CDD rps-BLAST output for TRPC3. Three domains are detected as e-
value =0.01 (TRP_2, ankyrin, channel). An alignment for each of these domains is also generated. (bottom) Ada-BLAST (embedded, rps-
BLAST) amino-acid conservation output for TRPC3 measured with ILB DB (white,red) and ANK DB (green,yellow). We observe a clear 
ankyrin signal in most of the N-terminus of TRPC3, unlike rps-BLAST.  In addition, Ada-BLAST predicts that the channel domiain is also 
underestimated by rps-BLAST, which is supported by TM-HMM (see Supplemental Fig 13). 
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structure in the helical portions of the ankyrin repeats, with 
the loop regions having a lower correlation; this may be ex-
pected if the function of this domain is not conserved be-
tween TRPC3 and TRPVs. Of interest, the known TRP_2 
domain in TRPC3 corresponds to ankyrin repeats 5 and 6 in 
the TRPV4 structure (Fig 6d), suggesting that these ankyrin 
repeats may be involved in the lipid-regulation of TRPVs. 

This TRPC3 model allows us to evaluate previous data on 
this region of the channel with a new perspective. For exam-
ple, we previously reported that amino-acids 1-48 of TRPC3 
comprised a “PH-like” domain, so termed because this region 
can bind to the partial C-terminal PH-domain (PH-c) con-
tained in phospholipase C-γ (PLCγ) and comprises an inter-
molecular lipid-binding domain (38). Zhang and colleagues 
(48) reported that, based on NMR studies, this region does 
not adopt a PH-fold; a result which our current model sup-
ports (Fig. 7). Interestingly, the site we identified as the PLCγ 
binding site (amino-acids 40-48) comprises an exposed 
loop/pocket between ankyrin repeats 1 and 2. 

Another interesting portion of the TRPC3 N-terminus is 
contained between amino-acids 121-161 which was demon-
strated by us and others to bind SNARE proteins, in particu-

lar synaptotagmin (i.e. V-snare, vesicle-associated membrane 
protein VAMP-1), which regulates channel trafficking (23, 
44). These amino-acids in our TRPC3 model create a large 
loop between ankyrin repeats 3 and 4 (Fig 7). A clear loop 
resembling a hand can be observed in these loops, which we 
hypothesize is the binding site for VAMP. When we modeled 
the T-SNARE binding helix of VAMP into this pocket, we 
observe that the pocket is sufficiently large to accommodate 
such a helix; thus it appears this is a reasonable hypothesis to 
pursue. In addition, the structural model predicts that the 
VAMP-1 binding pocket is between ~ a.a. 140-152 in TRPC3, 
which would limit the putative binding region determined by 
the biochemical data. 

4. Experimental Investigation  

The aforementioned study by Zhang and colleagues sug-
gested that the region we identified as the binding domain for 
the PH-c domain of PLCγ was incorrect as they could not 
achieve binding of this purified fragment with a purified 
fragment of TRPC3 (a.a. 1-52).  Although our study did 
demonstrate binding to a very similar fragment in yeast-2-
hybrid experiments (a.a. 1-48), we used different purified 

 
Figure 6. Anykyrin repeat modeling of TRPC3. (a) Ada-BLAST ANK ILB measurements (embedded rps-BLAST) of the structurally resolved 
ankyrin repeats in TRPV6 (overlapping alignment output- yellow line, amino-acid conservation output- white,red). (b) Two views of the struc-
ture of TRPV6 with each ankyrin repeat labeled. (c) Ada-BLAST ANK ILB measurements (embedded rps-BLAST) of TRPC3 (overlapping 
alignment output- yellow line, amino-acid conservation output- white,red). (d) Carbon backbone model of TRPC3 (red, Ada-BLAST bounda-
ries) generated with Modeller overlayed with the carbon backbone of TRPV4 (blue). The known TRP_2 domain in TRPC3 comprises the last 
two ankyrin repeats in this model. 
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TRPC3 fragments in our in vitro studies (a.a. 40-85 and 1-
171). We observe that both of these peptides bind the PH-c 
domain of PLCγ to form an inter-molecular phosphatidylino-
sitol 4,5-bisphosphate (PIP2)-binding domain. Further, we 
demonstrated that a single mutation (F43A), which is at the 
vertex of a loop in our structural model was capable of allevi-
ating PLCγ binding to these fragments (38) (Fig 8a). Further, 
we demonstrated that mutation of R14, K16, R18, and R19 
also alleviate PIP2-binding without altering PLCγ PH-c-
binding.  In our model, these residues form a large solvent 
accessible positive patch. Based on these observations, we 
undertook new experimentation to truly determine if this 
pocket is involved in binding the PH-c of PLCγ to form a 
PIP2-binding domain. 

We first performed co-immunoprecipitation assays of myc-
tagged WT and F43A TRPC3 in HEK-293 cells +/- stimula-
tion with the muscarinic receptor agonist carbachol (CCH, 
100µM, 3 minutes). In addition to measuring the binding of 

TRPC3 with endogenous PLCγ, we also tested binding to the 
isolated PH-c domain. In the case of the latter, we have over-
expressed both WT and F43A TRPC3 with a his-tagged 
fragment of PLCγ containing the PH-c, as structurally re-
solved by Zhang and colleagues (a.a. 861-940 of rat PLCγ) 
(48). 

While we observe that while WT TRPC3 readily co-
precipitates his-tagged PH-c or endogenous PLCγ we do not 
observe co-precipitation with the F43A mutant (Fig 8b-c, 
respectively). We next altered cellular PIP2 concentrations to 
determine if PIP2 is required for this interaction using wort-
mannin and poly-L-lysine. Low concentrations of wortman-
nin (1µM) specifically inhibit phosphoinositide-3-kinase 
(PI3K) and do not deplete PIP2 levels, while high concentra-
tions (10µM) inhibit a variety of inositol kinases depleting 
cellular PIP2 (49). Poly-L-lysine works by chelating PIP2 such 
that it is not biologically available (49). We observe that both 
10µM wortmannin and poly-L-lysine block WT TRPC3 co-

 
Figure 7. Homology Model of TRPC3 ankyrin domains. Amino acids 1-265 of human TRPC3 were aligned to aa 132-384 of chicken TRPV4 
(PDB: 3JXI) with Muscle (http://www.ebi.ac.uk/Tools/muscle/). This pairwise alignment was used to make a threaded structural model using 
MODELLER. This figure shows the TRPC3 homology model colored by structural elements (magenta: Alpha-helices, yellow: Beta-sheets). Key 
binding pockets for PLC-γ�and VAMP-1 are depicted. The model showing the putative interaction between TRPC3 and VAMP-1 (PDB: 
2KOG) was generated manually in Deep View PDB viewer based on the known orientation that 2KOG exists in vesicular membranes and the 
known binding pocket for VAMP-1 in TRPC3 (aa 121-161). 
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precipitation of overexpressed PH-c or endogenous PLCγ 
while 1µM wortmannin does not (Fig 8b-c). 

We also demonstrated that the F43A mutation abolishes 
cell-surface expression of TRPC3 (23). To confirm these re-
sults, we performed immunostaining in HEK-293 cells for the 
WT and F43A channels used in this study (Fig. 8d). As ex-
pected, we observe that the WT channel is widely distributed 
throughout the cell, with regions of high concentration that 
can be observed at the cell periphery (arrow). Conversely, the 
F43A mutant appears to be completely confined to intracellu-
lar vesicles. Taken together, we suggest that a.a. 1-48 of 
TRPC3 are ankyrin repeats that interact with the PH-c of 
PLCγ to form an inter-molecular PIP2-binding domain.  

4.1 TRP_2 domain 

In our studies of the TRP_2 domain in TRPC3 we deter-
mined that mutation of S209 and S213 could increase the 
affinity of this domain for plasma-membrane lipids, although 
we did not identify residues that could eliminate lipid-
binding (23). Through inspecting our model, we identified 

two arginines (185, 188) in TRPC3 which form a solvent-
accessible positively charged patch in the extreme N-
terminus of the TRP_2 domain (Figure 9a). We wondered 
whether these residues were involved in binding to negatively 
charged plasma-membrane lipids.  

To test this hypothesis, we used purified fragments of 
TRPC3 (amino-acids 161-280) which we have previously 
demonstrated to bind to liposomes (23). Using PIP-strip© 
assays as a rapid method for assaying lipid-binding, we ob-
serve that WT peptide, and mutant peptides (R185A,  
R185A/R188A) all bind PIP-strips© and have an identical 
binding pattern (Fig 9b). 

We next tested whether full-length TRPC3 containing the 
R185A/R188A mutation was expressed in the plasma-
membrane using cell-surface biotinylation assays (Fig 9d). 
We observe that the R185A/R188A mutant is presented on 
the plasma membrane surface as well, if not better than WT 
TRPC3. However, when we tested the R185A/R188A for ac-
tivity by Fura-2 imaging, we observe that these mutations 
drastically inhibit channel function (Fig 9c). Thus, these mu-

 
Figure 8. Experimental validation of the phospholipase C-γ partial PH-domain binding to the ankyrin repeats in TRPC3. (a) Structural model of 
the first two ankyrin repeats in TRPC3. Key PLCγ binding residues discovered in (ref) are labeled. (b) Co-immunoprecipitation assays of over-
expressed full-length myc-tagged WT and F43A mutants of TRPC3 in HEK-293 cells. (left) WT TRPC3 assoaciates with endogenous PLCγ, an 
interaction that increases upon muscarinic receptor stimulation with carbachol (100µM, 3 minutes).  (right) WT TRPC3 association with 
endogenous PLCγ�requires PIP2 as when bioavailable PIP2 levels are depleted with either 10 µM wortmannin or 30 µg/ml poly-L-lysine, the 
interaction is lost. (c) Immunostaining of myc-tagged full-length WT and F43A TRPC3 expressed in HEK-293 cells. White arrows demon-
strate that WT TRPC3 is enriched near the plasma-membrane, white the F43A mutant is not. (d) Co-immunoprecipitation assays of overex-
pressed full-length myc-tagged WT and F43A mutants of TRPC3 and his-tagged PLC-γ PH-c (a.a. 861-940 of rat PLCγ) overexpressed in 
HEK-293 cells. (left) WT TRPC3 assoaciates with his-tagged PLC-γ PH-caninteraction that increases upon muscarinic receptor stimulation 
with carbachol (100 µM, 3 minutes). (right) WT TRPC3 association with with his-tagged PLCγ PH-c requires PIP2 as when bioavailable PIP2 
levels are depleted with either 10µM wortmannin or 30 µg/ml poly-L-lysine, the interaction is lost. 
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tations do not alter the known functions of the TRP_2 do-
main, although they are somehow involved in the activa-
tion/deactivation of the ion-channel. A second region 
between a.a. 240-260 of TRPC3 also has a positively charge 
patch which we are now investigating as a candidate for the 
lipid-binding activity of the TRP_2 domain (see Supple-
mental TRPC3 model). In whole, these data demonstrate that 
the information and models generated using Ada-BLAST 
provide an excellent resource for performing user-defined 
analyses toward specific research directions. 

5. Discussion 

Based on the above results, we propose that the Ada-
BLAST algorithm and applications presented in this manu-
script provide a highly adaptable user-defined interface for 
the investigation of primary amino acid sequences. This 

statement is supported by our observations that: (i) PSSM 
libraries developed for a specific protein attribute improve 
the sensitivity and specificity of rps-BLAST, (ii) variations of 
rps-BLAST that collect low-identity alignments contain in-
formation that informs protein structure/function modeling, 
(iii) modifying the format of rps-BLAST data outputs allows 
for these data to be interoperable with a plethora of high-
performance computational algorithms, and (iv) homology 
models informed by these data provide a framework to gen-
erate hypotheses which can be addressed experimentally. A 
number of broad implications can be taken from this study. 

Systems Biology requires a combination of computational 
and cellular experiments which obtain quantitative results. 
The impetus for developing Ada-BLAST was to create an 
easy-to-use interface that could enhance the information that 
could be obtained from BLAST algorithms, thereby providing 

 
Figure 9. Experimentally modeling the TRP_2 domain in TRPC3. (a) Structural model of the first two ankyrin repeats in TRPC3.  Key serines 
(S209, S213) involved in regulating lipid binding discovered in [23] are labeled, as well as two arginines (R185,R188) which we speculated to 
participate in lipid-binding based on our model. (b) PIP-strip assays (dot Western blots) performed with  bacterially purified WT and mutant 
(R185A, R185A/R188A) TRPC3 (a.a. 161-280) (SDS-PAGE Western blot).  We observe no difference in lipid-binding, refuting our specula-
tion. (c) Fura-2AM measurements made in HEK293 cells transfected with YFP alone (-control, red) or transfected with either WT (green) or 
R185A/R188A (yellow) TRPC3. Cells were acclimated first in nominally Ca2+-free medium, Ca2+ pools were released by 100 μM CCH in nom-
inally Ca2+-free medium followed by replacement with CCH and 1 mM Sr2+-containing media. (d) Western blot of biotinylated HEK293 cells 
(top) and loads (bottom) transfected with either Myc-tagged WT or R185A/R188A TRPC3 alone and stimulated with or without 100 μM 
carbachol. Input lanes, 20 μg. Anti-HO2 blot serves as an intracellular negative control for biotinylation. 
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easily accessible quantitative biological data. As the BLAST 
algorithm is one of the most popular search algorithms (i.e. 
the Google of bioinformatics), this is a strong testament to 
the utility of BLAST. Indeed, BLAST is extremely fast while 
maintaining a high-level of alignment accuracy (5, 21). By 
creating apps that allow for a novice computer user to have 
control over the key components of the rps-BLAST algorithm 
(PSSM libraries, e-value, output format), this approach allows 
the bench-scientist to “supercharge” BLAST for investigating 
protein sequences of interest. 

From a biological perspective, having multiple views of a 
given system is crucial in order to resolve the mechanism of 
that system. In Ada-BLAST, the data naturally generated by 
rps-BLAST can be formatted into both alignment and matrix 
formats; this allows for these data to be visualized in various 
ways and analyzed by a multitude of other high-performance 
algorithms, many of which are online resources. Our analysis 
of the TZ-SABmark dataset demonstrates that when these 
data are analyzed and visualized using ROC curves, hierar-
chical clustering, multiple e-values (including embedding), 
and overlapping alignments, that this multi-view provides 
confidence for the utility of fold-specific PSSM libraries. 

Similarly, when this “multi-view” approach is applied to 
ion channels, it provides models which are highly testable. 
The Ada-BLAST model for the N-terminus of TRPC3 sug-
gests that: (i) the number of ankyrin repeats were previously 
underestimated (Fig 5-6), (ii) a.a.1-260 of human TRPC3 is 
homologous to a.a.132-384 of chicken TRPV4 (~13% pair-
wise identity) (Fig 6-7), (iii) that the PH-c of PLCγ likely in-
teracts with TRPC3 through binding a soluble loop between 
ankyrin repeats 1 and 2, (iv) the membrane-fusogenic TRP_2 
domain in TRPC3 is comprised of ankyrin repeats, and (v) 
that TRPC3 likely binds VAMP via a large loop between 
ankyrin repeats 3 and 4. Our biochemical experiments con-
firm that the PH-c of PLCγ forms an inter-molecular lipid-
binding domain. Further, this interaction is required for 
channel function and that R185 and R188, which are proxi-
mal to the TRP_2 domain, do not bind lipid, but do regulate 
channel function.  

Our results also support the idea that statistical thresholds 
are often too stringent in domain detection algorithms. For 
example, rps-BLAST does not report a channel domain 
alignment in human TRPV5 channel (gi|22547180) at statis-
tical limits. In this study, we found that additional infor-
mation contained in alignments well below accepted 
statistical thresholds can be utilized to identify domain 
boundaries and secondary structural elements. Future analy-
sis on a sufficiently large data set is required to identify and 
optimize the multiple variables that can identify highly diver-
gent yet informative alignments. Nevertheless, we propose 
that there is a wealth of information below statistical values 
that can aid researchers in annotating protein struc-
ture/function.  

To these ends we recently completed the CASP9 structural 
competition (50, 51) with Ada-BLAST using a PSSM library 
constructed using the most recent SCOP structural database 

(52). We expect that the results from the CASP experiment 
will have an immediate impact on our ability to construct 
PSSM libraries of high-utility. In conclusion, we propose that 
future work aimed at (i) creating comprehensive and refined 
PSSM libraries and (ii) exploring sequence embedding at the 
level of the PSSM (COBBLER (1)) and within the query (que-
ry-embedded Ada-BLAST), may have the ability to exponen-
tially increase the functional annotation of all classes of 
proteins across taxa. 

6. Supplementary material 

Supporting Information Available: Supplemental Meth-
ods. Supplemental Figure 1. Fold recognition performance of 
Ada-BLAST with different settins given fold-specific libraries. 
Supplemental Figure 2. Characterization of alignments used 
by Ada-BLAST at e-value 0.01 and 1010 thresholds. Supple-
mental Figure 3. Comparison of Ada-BLAST dendrograms of 
e-value 0.01 and 1010 thresholds. Supplemental Figure 4-5. 
Hierarchical clustering of transmembrane containing pro-
teins with additional Ada-BLAST settings. Supplemental Fig-
ure 6. rps-BLAST analysis of 1F88. Supplemental Figure 7. 
The characterization of structural elements in 1F88. Supple-
mental Figure 8. Ada-BLAST comparison with TMHMM and 
rps-BLAST for TRPC3. Suppelemental Figure 9. Ada-BLAST 
comparison with TMHMM and rps-BLAST for TRPV5. Sup-
plemental Files. Homology models of TRPC3 a.a. 1-265 and 
a.a. 121-161 that are generated using TRPC4 and VAMP-1 as 
template structures, respectively. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/33/0 
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Brassica alboglabra (Chinese kale) is a vegetable extensively grown in Thailand, which has high nutritional value and useful phytochemicals. 
Farmers generally harvest B. alboglabra starting from the fifth week of growth to sell in the market. In this study, changes in protein expression 
during growth and development of B. alboglabra were investigated. Proteins were extracted from two to eight-week leaves, and a total of 334 
protein spots separated by two-dimensional gel electrophoresis and selected 103 spots were digested and analyzed by using LC-MS/MS. The 
identified proteins could be classified into nine classes, namely proteins involved in photosynthesis and photorespiration, amino acid metabo-
lism, carbon-compound and carbohydrate metabolism, protein metabolism, stress response, cellular communication and signal transduction, 
glycolysis and gluconeogenesis, unidentified and others. The highest number of proteins was the proteins involved in photosynthesis and 
photorespiration, presumably because leaves are the primary sites for photosynthesis and photorespiration, so there is an induction of proteins 
such as ribulose bisphosphate carboxylase and ribulose bisphosphate carboxylase activase.  This is the first study to investigate protein expres-
sion in B. alboglabra leaves during growth and development. The studies provide information for protein database in this plant species. 

Keywords: Proteomic; Chinese kale; Brassica alboglabra; Leaves; Growth. 

1. Introduction 

Plants are unique in possessing the ability to generate own 
energy from photosynthesis and carbon fixation, which 
eventually provide food and oxygen to the other organisms 
including humans (Micol, 2009).  Leaves contain chlorophyll, 
a molecule which acts as a photoreceptor to trap sunlight for 
the production of oxygen and simple sugars, and has been 
suggested to have anti-mutagenic and anti-carcinogenic 
properties, as well as protective properties against chronic 
diseases such as coronary heart diseases, diabetes, and cata-
racts (Ma and Dolphin, 1999). Besides, photosynthesis 
provides the carbon skeleton for the plant metabolic path-
ways to support the plant growth and development.  

The “Omics” era enables researchers to study plant devel-
opment in-depth by using novel tools such as transcriptom-
ics, proteomics, metabolomics and modelling (Hennig, 2007). 
Proteomic studies allow the detection and identification of 

proteins expressed, leading to the discovery of genes and 
pathways involved in stress responsiveness and tolerance 
(Salekdeh et al, 2007).   

Several studies on proteomic analyses related to plant 
growth and development processes have been reported, 
including rice, soybean, wheat, barley, maize, and Arabidop-
sis (Nozu et al. 2006, Mooney et al. 2006, Salekdeh et al. 
2007). Proteomics is a sensitive tool for molecular studies 
geared towards the identification and characterization of 
genes responsible for regulating key plant processes and 
traits.  Proteomic studies of plants have been extensive, since 
entire genome of the reference plant species Arabidopsis 
thaliana has been sequenced. Arabidopsis thaliana, in the 
family of Brassicaceae genus, has been used as a model 
organism in molecular biology. Plant proteomics studied in 
several food crops such as rice (Goff, 2002) and wheat (Ven-
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sel et al. 2005), vegetables such as tomatoes (Chen, 1999) and 
peas (Kav, 2005), and medicinal plants such as ginseng (Lum 
et al. 2002). Proteomics also serves as a modern approach to 
ascertain the protein alterations due to stress or the response 
of tolerance to stress environment (Salekdeh et al. 2007).  

Chinese kale or Chinese broccoli (Brassica alboglabra) is 
one of the most commonly grown leafy vegetables in the 
Southeast Asian region and Thailand, as it tolerates the 
tropical weather, in particular which makes it suitable to be 
grown throughout the year (Issarakraisila et al. 2007).  Chi-
nese kale is categorized under the Brassica oleracea group, the 
same species with broccoli and curly kale.  Its edible parts 
consist of waxy, broad and dark green leaves and thick and 
crunchy stems. The slightly bitter and crunchy taste, with 
high nutritional value includes protein, calcium, iron, vita-
mins, and fiber, have made Chinese kale a favorite among the 
vegetables in the region. Studies have revealed that Brassica 
vegetables contain phytochemicals such as glucosinolates to 
fight against cancer (van Poppel et al. 1999, Talalay et al. 
2001, La et al. 2009). Chinese kale is harvested when it is still 
immature starting from the fifth week and can be stored for 
about 7-10 days at 0oC, with relative humidity 95-100% 
(Sukontasing, 2009).  

Despite its’ popularity and nutritional value, proteomics of 
Chinese kale has not yet been established.  Therefore this 
study of the protein alterations in Brassica alboglabra leaves 
at two to eight weeks of growth provides a proteomic data-
base on this plant species and allows comparison of the 
protein changes over time. 

2. Material and methods 

2.1 Plant materials 

The seeds for the B. alboglabra were obtained from a local 
seed company. The seeds for the B. alboglabra were grown in 
a pot of 8 cm in diameter filled with decomposed soil under 
the open environment at Chulabhorn Research Institute 
compound. The plants were supplied with organic and 
chemical fertilizers only on day 0. The plants were harvested 
in the morning prior to extraction, and the leaves were cut 
and weighed before subjecting to protein extraction. 

2.2 Time course study 

The plants were grown with no other treatment except 
water and harvested on the second, third, fourth, fifth, sixth, 
seventh, and eighth weeks of growth. Photographs were taken 
at every point of time. Plants were harvested for leaves for 
protein analysis and identification. The time course study was 
performed twice. The protein analysis from leaves were 
subjected onto two-dimensional electrophoresis 3-5 sets. 

2.3 TCA/ acetone precipitation  

0.1 g plant samples were ground in liquid nitrogen and 
resuspended in 1 mL solution of 10% TCA and 0.07% DTT in 
cold acetone. The samples were incubated at 200C for 1 hour, 
followed by centrifugation at 14 000 rpm for 10 minutes. The 

supernatant was discarded, and the pellet was resuspended in 
1 mL of 0.07% DTT in cold acetone, incubated and centri-
fuged as previously described.  This step was repeated twice.  
Then, the pellet was vacuum-dried for 30 minutes and resus-
pended in 500 μL of rehydration buffer consisted of  8 M 
urea, 2% CHAPS, 40 mM DTT, 0.2% ampholytes 3-10, and 2 
mM tributylphosphine (TBP). The samples were then vigor-
ously vortexed for 5 minutes and incubated at 4 0C overnight. 
The next day, the samples were centrifuged as previously 
described. The supernatant was collected for protein deter-
mination by Bradford assay.  

2.4 Two-dimensional electrophoresis  

The two-dimensional electrophoresis was performed using 
ImmobilineTM DryStrip pH 3-10 non-linear, 7 cm (GE 
Healthcare). The 125 μL solution containing 150 μg of pro-
tein and rehydration buffer was loaded and kept at room 
temperature overnight. The first IEF was conducted at 7,000 
Vhrs, 55 μA/strip and run for 6 hours. Prior to the second 
dimension SDS-PAGE gels, the strips were soaked with 
equilibration buffer 1 (0.5 M Tris-HCl pH 6.8, 6 M urea, 30% 
glycerol, 1% SDS, and 1% DTT) with gentle agitation at room 
temperature for 10 minutes followed by soaking in equilibra-
tion buffer 2 (0.5 M Tris-HCl pH 6.8, 6 M urea, 30% glycerol, 
1% SDS, and 2.5% iodoacetamide). The IPG strips were 
embedded within molten agarose directly on top of a 1 mm 
12.5 % SDS-PAGE gel. The SDS-PAGE was performed at 12 
mA for 3 hours.  

2.5 Protein staining with Coomassie blue R-250 

The gels were stained with 0.1% Coomassie blue R-250, 
40% methanol and 10% acetic acid overnight, and then 
destained with 40% methanol and 5% acetic acid for 3 hours, 
followed by 10% of methanol and 5% acetic acid for 2 hours. 

2.6 Gel Scanning and Image analyses 

The gels were scanned by an ImageScanner II (GE 
Healthcare, Uppsala, Sweden). The images were analysed 
with the Image Master 2D Platinum 6.0 (GE Healthcare) by 
matching and comparing the different percent volume (% 
Volume) of protein spots. A master gel was selected from the 
gel with the highest number of spots. Significant change 
refers to ≥2 fold change of percent volume. Descriptive data 
were analyzed using Graphpad Prism 5 Software to obtain 
Means ± SD.  

2.7 Protein identification by LC/MS/MS 

The spots from the 2-DE gels were excised with a clean 
scalpel into 1 mm X 1 mm cubes and transferred to a 0.5 ml 
microfuge tube followed by washing 2 times with RO water. 
The samples underwent the steps of destaining with 0.1M 
NH4HCO3/50% acetonitrile, reduction of  disulphide bonds 
with 0.1M NH4HCO3/10mM DTT/1mM EDTA, alkylation 
with 100mM iodoacetamide/0.1M NH4HCO3 and digestion 
with trypsin. The LC/MS/MS analyses were carried out using 
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a capillary LC system (Waters) coupled to a Q-TOF mass 
spectrometer (Micromass, Manchester, UK) equipped with a 
Z-spray ion-source working in the nanoelectrospray mode. 
Glu-fibrinopeptide was used to calibrate the instrument in 
MS/MS mode. The tryptic peptides were concentrated and 
desalted on a 75 μm ID X 150 mm C18 PepMap column (LC 
Packings, Amsterdam, Netherlands). Eluents A and B were 
0.1 % formic acid in 97% water, 3% acetonitrile and 0.1% 
formic acid in 97% acetonitrile respectively. Six μl sample was 
injected into the nanoLC system, and separation was per-
formed using the following gradient: 0 min 7% B, 35 min 50% 
B, 45 min 80% B, 49 min 80% B, 50 min 7% B, 60 min 7% B. 
The database search from SWISS-PROT and NCBI was 
performed with ProteinLynx,. The Mascot search tool availa-
ble on the Matrix Science site screening 
(http://www.matrixscience.com) was used for some proteins 
which were not available in previous database. Protein 
function was obtained from UniProtKB website. 

3. Results and Discussion 

In this study, B. alboglabra seeds were grown and plants 
were harvested from two weeks until eight weeks. The growth 
and development were observed from the first week (seed-
ling) to eighth week. There were changes in the growth 
observed from the seedling to the eighth week as shown in 
Figure 1. At the seedling stage, plants possessed only cotyle-
dons and true leaves were observed starting from the second 
week of harvest. The leaves began maturing at the third week 
of growth with waxy, dark green surface appearances ob-
served, while the stems gradually became hard throughout 
the time course. The cotyledons began to wilt at the seventh 
week of growth.  

 Plants from two to eight weeks were harvested in the 
morning, leaves were cut and proteins were extracted for 2-
DE analyses. In the first dimension, proteins (150 µg) were 

separated by using IEF strips of pH 3-10, followed by the 
second dimension of 12.5 % SDS PAGE and stained with 
Coomassie blue. The gels of the second to the eighth week 
leaves were scanned and shown in Figure 2.  From the second 
to the eighth week of 2-DE protein patterns, the lowest 
number of proteins was observed in the second week and 
began to increase towards the sixth week and decreased at the 
seventh and eighth weeks. This may indicate increase of 
protein expression during the growth and development of the 
B. alboglabra from the second to the sixth week and decline 
starting the seventh week. There may also be morphological 
changes of the leaves which became thicker, so that protein 
extraction was more difficult.   

 
Since the sixth week gel gave the highest number of spots, 

the database for B. alboglabra leaves was established by using 
the protein pattern at the sixth week, as shown in Figure 3. A 
total of 103 protein spots were detected by using Image 
Master Software analysis. Protein spots were cut, digested and 
analysed by LC/MS/MS for protein identification. Peptides 
were searched by using the protein database search tool 
which includes ProteinLynx, SWISS-PROT, NCBI and 
Mascot. Proteins identified in B. alboglabra leaves are listed 
as Table in Supplementary material. 

The 2-DE protein patterns from leaves at the second to the 
eighth week were matched by using Image Master Software 
and compared with the protein map from the sixth week 
leaves. The proteins from the second to the eighth week were 
classified into different functional classes as shown in Figure 
4.  

Protein functions were identified by using UniProtKB, and 
classified into nine classes consisting of photosynthesis and 
photorespiration, amino acid metabolism, carbon-compound 
and carbohydrate metabolism, protein metabolism, stress 
response, cellular communication and signal transduction, 
glycolysis and gluconeogenesis, unidentified and other 

 

Figure 1. The development and growth of B. alboglabra observed at one to eight weeks.  A: 1 week; B: 2 weeks; C: 3 weeks; D: 4 weeks; E: 5 

weeks; F: 6 weeks;  G: 7 weeks; H: 8 weeks using the same scale. The scale referred is 1 inch. 
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unknown proteins. The unidentified proteins refer to pro-
teins with other functions and unknown refer to proteins 
with unknown function. 

From the graph, similar patterns were observed in all clas-
ses with the lowest number of protein spots in the second 
week and increasing gradually to the sixth week, which had 
the highest number of protein spots, presumably due to the 
metabolism needed to support growth and development of 
the plants. The number of protein spots decreased starting 
the seventh week, possibly due to the plants becoming thicker 
making protein harder to extract, as they reached senescent 
stage.  

The photosynthesis and photorespiration class showed the 
highest number of proteins in the leaves, followed by un-
known proteins, protein metabolism, glycolysis and glucone-
ogenesis, stress response, amino acid metabolism, carbon 
compound and carbohydrate metabolism, cellular communi-
cation and signal transduction and unclassified proteins. 

Proteins involved in photosynthesis and photorespiration 
were mainly oxygen evolving proteins, photosystem proteins, 
ribulose bisphosphate carboxylase/oxygenase and rubisco 
activase. These proteins play vital roles in photosynthesis and 
photorespiration required to provide energy and substrates 
for other pathways.   

The selected protein spots in B. alboglabra leaves from the 
second to the eighth week of protein expressions are shown 
in Figure 5. The five listed proteins were involved in photo-
synthesis and photorespiration, namely oxygen evolving 
enhancer protein 2 chloroplastic, photosystem II protein, 
ribulose-1,5-bisphosphate carboxylase/oxygenase large 
subunit, ribulose-1,5 bisphosphate activase and rubisco 
activase. These proteins showed increasing patterns from 
second to the sixth weeks and gradually decrease from the 
seventh to the eighth week.  

4. Discussion 

The protein identification of B. alboglabra has not yet been 
established, and this study would provide a baseline for the 
assessment of plant stress, tolerance and changes during plant 
growth and development. The vegetable, like other higher 
plants, possesses many unique pathways which include 
photosynthesis to provide energy for its growth (Bryce, 2003). 
Plant proteomics has been intensely studied since the availa-
bility of the full 2-DE mapping of the reference plant, Ara-
bidopsis thaliana. Since then, progress has been made 
towards identifying and cataloguing proteins from various 
plants which include rice, soybean, barley and maize corre-
sponding to their developmental processes (Salekdeh et al. 
2007). There is no reported proteomic study of B. alboglabra, 
so far. In this study, the protein database was established as a 
reference gel from sixth week B. alboglabra leaves.   

 In the time course study, the seeds were grown on soil 
supplied with organic and chemical fertilizers with no other 
treatment except for water and harvested from two to eight 
weeks. The plants were harvested in the morning to minimize 
the possibility of protein changes. The proteins from leaves 

 

Figure 2. Two-dimensional PAGE of B. alboglabra (A-F) at different 
stages of growth. A: 2 weeks; B: 3 weeks; C: 4 weeks; D: 5 weeks; E: 6 
weeks; F: 7 weeks; G: 8 weeks.  Proteins (150 µg) were separated by 
using non-linear IEF strips of pH 3-10, followed by 12.5 % SDS PAGE 
and stained with Coomassie blue. 

Figure 3. Protein map from B. alboglabra leaves at 6 weeks detected by 
using the Image Master Software. A total of 103 protein spots were 
identified from the database search performed with ProteinLynx
screening SWISS-PROT, NCBI and the Mascot search tool available on 
the Matrix Science site screening. 
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were identified and categorized into nine groups consisting of 
photosynthesis and photorespiration, amino acid metabo-
lism, carbon-compound and carbohydrate metabolism, 
protein metabolism, stress response, cellular communication 
and signal transduction, glycolysis and gluconeogenesis, 
unidentified proteins and other proteins which are unclassi-
fied. The proteins showed almost similar increasing patterns 
from two to six weeks and began to decrease at seven weeks.    

 From the functional classification, photosynthesis and 
photorespiration proteins were dominantly found in the 
leaves. The proteins involved in photosynthesis and pho-
torespiration were mainly from rubisco family, photosystem 
subunits oxygen evolving proteins and ATP synthase.  Dur-
ing the development, the stems and leaves increased in size, 
and therefore plants require energy to promote biosynthesis 
and growth by the process of photosynthesis and photorespi-
ration. The final products of photosynthesis are sucrose and 
starch which will be oxidized and enter pathways of proteins 
and cell wall synthesis (Bryce, 2003). Rubisco is the most 
abundant protein found in the leaves where large amounts of 
Rubisco are required to support photosynthesis (Good, 2003).  

 Oxidative stress has been proposed to play a developmen-
tal role in plants. Heat shock proteins and chaperonins are 
involved in stabilizing proteins folding in different kind of 
stimuli (Negri et al., 2008). Proteins involved in amino acid 
metabolism includes aminotransferases play roles in trans-
porting nitrogen during development of cotyledons of ger-
minating seeds to expand root, shoots and leaves (Lea, 2003).  

Glycolysis and gluconeogenesis are the processes of break-
ing down and synthesizing sucrose or reducing sugars to 
provide energy and carbon skeletons for plant development, 
respectively (Bryce, 2003). The carbon metabolism of leaves is 
a light-independent process for carbon fixation to produce 3 

 

Figure 4. Protein spots of B. alboglabra leaves from two to eight weeks were grouped in nine functional classes, according to the main 

functions listed in UniProt (www.uniprot.org). 
 

 

Figure 5. Five selected protein spots involved in photosynthesis and 

photorespiration from the second to the eighth week of B. albo-

glabra leaves. Spot 5 = Oxygen evolving enhancer protein 2 chloro-

plastic; Spot 7 = Oxygen evolving enhancer protein 1, photosystem 

II protein; Spot 80 = Ribulose-1,5-bisphosphate carbox-

ylase/oxygenase large subunit; Spot 94 = Ribulose bisphosphate 

carboxylase/ oxygenase activase; Spot 102= Rubisco activase 
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carbon sugars, unlike photosynthesis product of 6 carbon 
sugars. The 3 carbon sugars are converted to produce larger 
carbohydrates (Good, 2003). The skeleton of carbohydrates is 
used as the carbon source and energy such as cellulose to 
provide support to the plant the same way chitin does to 
insects. The major difference between carbohydrate metabo-
lism in plants and animal is the synthesis of cell wall in plants 
which composed of mixture of complex polysaccharides 
(Smith, 2003).   

 
Other proteins characterized were involved in protein syn-

thesis and transcription grouped under protein metabolism, 
and proteins involved in signal transduction. 

5. Concluding remarks 

Proteomic studies of B. alboglabra have not yet been re-
ported. Since this is the first proteomic study of B. alboglabra, 
database for the leaves had been established. The proteins 
were classified according to their functions as in photosyn-
thesis and photorespiration, amino acid metabolism, carbon-
compound and carbohydrate metabolism, protein metabo-
lism, stress response, cellular communication and signal 
transduction, glycolysis and gluconeogenesis, unidentified 
proteins and other proteins. Further proteomic studies in B. 
alboglabra would provide more information for protein 
database in this plant species. 

6. Supplementary material 

The Table of identified proteins in this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/25/0 
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Mitochondrial dysfunction in muscle has been implicated to play a causative role or being an indirect consequence of insulin resistance in 
type-2 diabetes. In order to investigate potential diabetes-related alterations in the mitochondrial proteome of muscle, we have carried out a 
mass spectrometry-based proteomic analysis of the gastrocnemius muscle from normal versus diabetic Goto-Kakizaki rats. A generally per-
turbed protein expression pattern was observed in the mitochondria-enriched fraction from diabetic muscle. Various mitochondrial markers, 
including NADH dehydrogenase, cytochrome b-c1 complex and isocitrate dehydrogenase were reduced in diabetic preparations. Isoforms of 
pyruvate dehydrogenase and ATP synthase exhibited differential changes in their abundance. The altered protein expression levels of these key 
metabolic enzymes might trigger a diabetes-dependent decrease in mitochondrial oxidative phosphorylation levels. The proteomic findings 
presented here support the idea that mitochondrial abnormalities are involved in the molecular pathogenesis of type-2 diabetes and may be 
crucial for the development of insulin resistance. 

Keywords: Diabetes; DIGE; Goto-Kakizaki Rat; Mitochondria; Muscle Proteomics. 

1. Introduction 

Besides being involved in intermediary metabolism, protein 
transport, cell cycle progression, calcium signaling and regu-
lation of apoptosis, mitochondria represent the primary site 
for energy generation via oxidative phosphorylation [1]. Al-
tered functioning or changed expression levels of mitochon-
drial proteins play a key role during development, natural 
aging and in various pathologies [2, 3]. Mass spectrometry-
based subproteomics suggests itself as an ideal analytical 
method to determine global changes in the mitochondrial 
protein complement [4-6]. Proteomic screening of mito-
chondrial preparations suggest the existence of approximate-
ly 1,500 individual mitochondrial protein species, whereby 
considerable tissue-specific differences exist within the mito-
chondrial proteome [4]. The recent difference in-gel electro-
phoretic analysis of the mitochondria-enriched fraction from 
aged rat skeletal muscle has revealed drastic changes in many 
metabolic enzymes involved in oxidative phosphorylation [7]. 
The natural functional decline of the aged neuromuscular 

system is clearly associated with a shift to more oxidative-
aerobic metabolism in a slower twitching fibre population 
[8]. In analogy, we have used here a similar proteomic ap-
proach to determine whether type-2 diabetes is associated 
with significant alterations in the mitochondrial proteome 
from skeletal muscle. We have focused our two-dimensional 
gel electrophoretic study on the pH 4 to 7 range since most 
soluble mitochondrial proteins can be separated in this acidic 
to neutral environment. 

Impaired glucose homeostasis and diabetic complications 
affect millions of patients worldwide [9]. Insulin resistance 
impinges especially on contractile fibres, making abnormal 
glucose handling in skeletal muscle tissues a key issue for 
treating side effects of type-2 diabetes [10]. The etiology of 
diabetes mellitus appears to be influenced by both environ-
mental and genetic factors, whereby obesity and a sedentary 
lifestyle have an extremely negative influence on disease pro-
gression [11]. Many diabetics suffer from glucotoxic side 
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effects and severely disturbed metabolic homeostasis [12]. 
Since muscle fibres are the most abundant cell type in the 
body and skeletal muscles represent the major organ for insu-
lin-mediated whole body glucose disposal, insulin resistance 
in the musculature is one of the most striking pathophysio-
logical features of type-2 diabetes [13]. In this respect, cellular 
dysfunction of muscle mitochondria is believed to play a 
crucial part in triggering insulin resistance [14-16]. It is not 
clear whether mitochondrial abnormalities are a secondary 
consequence of impaired hormonal signaling or the actual 
primary cause for a diminished glucose uptake into peripher-
al tissues [17]. However, independent of the exact initial role 
of mitochondria in diabetes, the long-term pathological con-
sequences of disturbed mitochondrial bioenergetic functions 
are clearly a decline in crucial ATP-dependent cellular pro-
cesses [16]. 

In order to determine potential diabetes-related changes in 
the mitochondrial subproteome from skeletal muscle, we 
have performed here a mass spectrometry-based proteomic 
analysis of the gastrocnemius muscle from normal versus 
diabetic Goto-Kakizaki (GK) rats. The non-obese GK animal 
model of type-2 diabetes is a spontaneously diabetic rat that 
shows clear signs of faulty insulin signaling within 4 weeks 
after birth [18]. GK rats exhibit increased levels of blood glu-
cose, but no major changes in the concentration of non-
fasting plasma insulin [19]. Diabetic GK skeletal muscles 
show: (i) an inhibition of insulin receptor auto-
phosphorylation [20], (ii) impaired activities of insulin sig-
naling intermediates [21], (iii) a diminished recruitment of 
the glucose transporter GLUT4 [22], (iv) membrane cytoskel-
etal defects in the dystrophin-dystroglycan complex [23], (v) 
a reduced percentage of oxidative fibres [24], (vi) a generally 
perturbed protein expression pattern [25], and (vii) abnormal 
mitochondrial functioning [26]. 

The proteomic analysis of the mitochondria-enriched frac-
tion from normal versus diabetic skeletal muscles presented 
here has revealed a reduced expression of several mitochon-
drial enzymes, including NADH dehydrogenase, cytochrome 
b-c1 complex and isocitrate dehydrogenase. The changed 
abundance of these metabolic proteins might play a central 
role in the well-established decrease of mitochondrial oxida-
tive phosphorylation in diabetic fibres. Hence, the proteomic 
results shown in this report have demonstrated that the mito-
chondrial subproteome is altered in type-2 diabetes and sug-
gest that the changed density of key mitochondrial enzymes 
might aid in the pathological development of insulin re-
sistance. 

2. Material and methods 

2.1 Materials 

For the gel electrophoretic separation of muscle proteins, 
materials and analytical-grade chemicals were purchased 
from Amersham Biosciences/GE Healthcare, Little Chalfont, 
Buckinghamshire, UK (Imobiline IPG dry-strips, ampholytes, 
acetonitrile, Destreak agent, iodoacetamide, CyDye DIGE 

fluor minimal dyes Cy3 and Cy5), Biorad Laboratories, Hem-
el-Hempstead, Hertfordshire, UK (Laemmli-type buffer sys-
tem; protein molecular mass markers) and National Diagnos-
tics, Atlanta, GA, USA (ultrapure Protogel acrylamide stock 
solution). Protease inhibitors were obtained from Roche Di-
agnostics (Mannheim, Germany). Sequencing grade-
modified trypsin was from Promega, Madison, WI, USA. 
Nitrocellulose transfer stacks were from Invitrogen (Carls-
bad, CA, USA) and chemiluminescence substrate was pur-
chased from Roche Diagnostics (Manheim, Germany). Pri-
mary antibodies ab66484 to mitofilin  and ab14730 to the 
beta-subunit of mitochondrial ATP synthase were obtained 
from Abcam Ltd. (Cambridge, UK). Peroxidase-conjugated 
secondary antibodies were obtained from Chemicon Interna-
tional (Temecula, CA, USA).All other chemicals used were of 
analytical grade and purchased from Sigma Chemical Com-
pany, Dorset, UK. 

2.2 Preparation of mitochondria-enriched fraction from skele-
tal muscle 

Gastrocnemius muscle tissue (3g wet weight) from 9-week 
old normal versus age-matched diabetic GK rats was cut into 
small pieces and homogenised in 20 ml of buffer (220mM 
mannitol, 70mM sucrose, 20mM Hepes, pH 7.4), supple-
mented with 1 Roche PIC complete mini tablet per 10 ml of 
solution [7]. The resulting mixture was centrifuged at 1,100g 
for 5 min at 4oC to remove cellular debris. The supernatant 
was retained. The pellet was re-suspended in 10 ml of ho-
mogenisation buffer and re-centrifuged as described above. 
Supernatants from the above separation steps were pooled 
and centrifuged at 7,000g for 15 min. The mitochondrial 
fraction was obtained as a pellet after repeated centrifugation 
steps at 20,000g for 15 min. The final mitochondria-enriched 
pellet was re-suspended in 2D lysis buffer for DIGE analysis. 
Samples were adjusted to a pH-value of 8.5. The protein con-
tent of individual samples was determined by the Bradford 
assay system [27]. 

2.3 Fluorescent labelling of proteins  

Potential differences in the protein expression patterns of 
normal versus diabetic mitochondria were determined by 
difference in-gel electrophoresis (DIGE) using the CyDye 
DIGE fluor minimal dyes Cy3 and Cy5. DIGE dyes were re-
constituted as a stock solution of 1mM in fresh dimethylfor-
mamide [9]. The stock solution was diluted to a working 
solution of 0.2mM prior to fluorescent labelling. Samples of 
50 mg protein, representing each biological replicate, were 
minimally labelled with 200 pmols of Cy3 working solution. 
A pooled sample consisting of equal quantities of protein 
from all replicates used in the experiment were labelled at 200 
pmol of Cy5 working solution to 50 mg of protein. The 
pooled fraction served as an internal standard. All samples 
were labelled at pH 8.5 with the appropriate amount of 
CyDye and after brief vortexing incubated on ice in the dark 
for 30 min. For the electrophoresis of individual gels, Cy3- 
and Cy5-labelled samples were mixed at an equal ratio. The 
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labeling reaction was terminated by the addition of 1µl of 10 
mM lysine per 25 µg of muscle protein. Suspensions were 
briefly vortexed and then centrifuged at 12,000g for 10s and 
incubated on ice in the dark for 10 min. For gel electropho-
retic separation, samples where loaded onto IPG strips with 
an equal volume of 2x sample buffer (7M urea, 2M thiourea, 
65mM CHAPS, 2% ampholytes and 2% DTT) during rehy-
dration [28]. 

2.4 Two-dimensional gel electrophoresis  

The fluorescently labelled subproteomes from the mito-
chondria-enriched fraction of normal (n=4) versus diabetic 
(n=4) skeletal muscle tissues were separated in the first di-
mension by isoelectric focusing and in the second dimension 
by sodium dodecyl sulphate polyacrylamide gel electrophore-
sis, as previously optimized by our laboratory [25]. All bio-
logical replicates were analyzed individually. IPG strips were 
rehydrated in rehydration buffer (7M urea, 2M thiourea, 4% 
(w/v) CHAPS, 1.2% Destreak agent and 2% (v/v) pH 3-10 
ampholytes) and 700 mg of protein sample for 12 hours. The 
first-dimension protein separation was conducted using the 
IPG strips on an Amersham IPGphor IEF system following 
the protocol previously described in detail [28]. First dimen-
sion strips were subjected to reduction and alkylation prior to 
second-dimension separation on 12.5% (w/v) slab gels. Gels 
were electrophoresed in an Amersham Ettan DALT-Twelve 
system [28]. 

2.5 Image Acquisition and data analysis 

Fluorescently-labeled muscle proteins were visualised with 
the help of a Typhoon Trio variable mode imager from 
Amersham Biosciences/GE Healthcare (Little Chalfont, 
Bucks., UK). Two-dimensional gel images were analysed 
using Progensis SameSpots analysis software version 3.2.3 
from Non Linear Dynamics (Newcastle upon Tyne, UK).  All 
analytical DIGE gels were alligned to a reference gel. Follow-
ing detection and filtering of spots, images were separated 
into groups (Normal rat muscle versus Goto-Kakizaki rat 
muscle) and analysed to determine significant changes in 
two-dimensional spot abundance. A hit list was generated of 
protein species that changed in density. An Anova score was 
included for each spot and any muscle proteins with an Ano-
va score above 0.5 were excluded from further consideration. 
Any two-dimensional protein spot with a significant change 
in abundance was subsequently identified by mass spectrom-
etry. Protein spots were excised from DIGE gels that had 
subsequently been stained with colloidal Coomassie Blue. 

2.6 Mass spectrometric identification of muscle proteins 

In order to identify individual muscle-associated protein 
species, peptide mixtures were analysed by mass spectrome-
try on a Model 6430 Ion Trap LC/MS apparatus from Agilent 
Technologies (Santa Clara, CA, USA). Excision, washing, 
destaining and treatment with trypsin were performed by a 
previously optimised method [7]. Following tryptic digestion, 
generated peptides were obtained by removing supernatants 

from digested gel plugs. Further recovery was achieved by 
adding 30% acetonitrile/0.2% trifluoricacid to the gel plugs 
for 10 min at 37 0C with gentle agitation. Peptide-containing 
supernatants were pooled and samples dried through vacuum 
centrifugation. Peptide mixtures were then re-suspended in 
10µl mass spectrometry-grade water and 0.1% formic acid for 
identification by ion trap LC-MS analysis. Separation of pep-
tides was performed with a nano flow Agilent 1200 series 
system, equipped with a Zorbax 300SB C18 5µm, 4 mm 40nl 
pre-column and a Zorbax 300SB C18 5µm, 43mm x 75µm 
analytical reversed- phase column using the HPLC-Chip 
technology. Mobile phases utilized were A: 0.1% formic acid, 
B: 50% acetonitrile and 0.1% formic acid. Samples (5µl) were 
loaded into the enrichment at a capillary flow rate set to 2 
µl/min with a mix of A and B at a ratio 19:1. Tryptic peptides 
were eluted with a linear gradient of 10-90% solvent B over 2 
µl/min with a constant nano pump flow of 0.6 ml/min. A 1 
min post time of solvent A was used to remove sample carry 
over. The capillary voltage was set to 1700 V. The flow and 
the temperature of the drying gas were 4µl/ min and 300oC, 
respectively [7]. Database searches were carried out with 
Spectrum Mill Work Bench or Mascot MS/MS Ion search 
(Matrix Science, London, UK). 

2.7 Immunoblot analysis 

Standard one-dimensional immunoblotting was carried out 
in order to survey the mitochondrial isolation procedure and 
to validate expression changes in marker proteins as judged 
by DIGE analysis. Our optimized immunoblotting procedure 
for the immuno-decoration of muscle proteins has been pre-
viously described in detail [7]. Crude tissue extracts and the 
mitochondria-enriched fraction from normal versus diabetic 
skeletal muscle were electrophoretically separated with the 
help of a Mini-Protean-3 gel system (BioRad Laboratories, 
Hemel-Hempstead, Herts., UK). Gels were electrophoresed at 
80V until the tracking dye ran off the end of the gel. For im-
munoblotting experiments, gels were transferred to an iblot 
transfer unit from Invitrogen (Carlsbad, CA, USA) for semi-
dry blotting. Electrophoretic transfer was carried out for 6 
min. Nitrocellulose membranes were blocked in a milk pro-
tein solution for 1h and then incubated overnight with gentle 
agitation with sufficiently diluted primary antibody, diluted 
in blocking solution containing 5% (w/v) fat-free milk pow-
der in phosphate-buffered saline (0.9 % (w/v) NaCl, 50 mM 
sodium phosphate, pH 7.4). Following two washing steps 
with blocking solution for 10 min, sheets were incubated for 
1h with secondary peroxidase-conjugated antibodies. Subse-
quently, nitrocellulose sheets were washed twice with block-
ing solution and then rinsed with phosphate-buffered saline. 
Immuno-decorated bands were visualized by the enhanced 
chemiluminescence method. 

3. Results 

Difference in-gel electrophoresis (DIGE) is a highly dis-
criminating technique that can detect minute changes in the 
expression of soluble proteins. This makes DIGE analysis the 
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method of choice for comparative biochemical studies of 
distinct protein complements [29]. Although two-
dimensional gel electrophoresis underestimates the presence 
of certain classes of proteins, such as integral proteins and 
components with a very high molecular mass, the highly sen-
sitive DIGE technique is ideal for the study of soluble pro-
teins in the molecular range of 10 kDa to 200 kDa. We have 
applied here the DIGE method for the comparative analysis 
of the soluble mitochondrial subproteome from normal ver-
sus diabetic skeletal muscle tissue. As illustrated in Figure 1, 
the subcellular fractionation method applied here clearly 
resulted in the enrichment of mitochondrial markers. While 
the fast myosin heavy chain isoform MHCf drastically de-
creased in abundance during the isolation of the mitochon-
drial fraction (Figure 1A), marker proteins of the inner and 
outer mitochondrial membrane, mitofilin and the porin iso-
form VDAC1, increased in their density (Figure 1B, C). Thus, 
this differential centrifugation protocol removed the most 
abundant type of contractile muscle proteins from the mito-
chondrial preparation. 

Following fluorescent labeling with CyDyes and the high-
resolution two-dimensional gel electrophoretic separation of 
the mitochondria-enriched fraction, as shown in Figure 2, 
densitometric scanning revealed a changed abundance in 24 
distinct protein spots. A reduced expression was found for 18 
muscle-associated proteins and an increased density for 6 
proteins in the mitochondria-enriched fraction. The first 
dimensional position of certain muscle-associated proteins, 
such as phosphoglycerate kinase, diacylglycerol kinase and 
phosphofructokinase, did not agree with the theoretical pI-
values of these enzymes. However, the recent large-scale 
analysis of the aged mitochondrial proteome from rat skeletal 
muscle has shown that the mitochondrial organelle contains 
over a thousand different protein species, whereby many 
proteins are represented by a large number of distinct two-
dimensional spots in analytical gels [7]. Thus, a specific type 

of enzyme exists in multiple sub-species and this explains 
why theoretical pI-values do not always perfectly agree with 
actual pI-values following two-dimensional gel electrophore-
sis. It is actually one of the great advantages of proteomic 
technologies that they can differentiate between differently 
charged or sized sub-species of individual proteins. 

The DIGE master gel shown in Figure 3 outlines the posi-
tion of the 24 2D-spots with a changed abundance in diabetic 
preparations. Mass spectrometry identified the proteins with 
a decreased abundance as the glycolytic enzyme enolase 
(spots 1 and 7), the molecular chaperones Hsp60 (spot 3) and 
Hsp72 (spot 8), muscle glycogen phosphorylase (spot 4), the 
mitochondrial enzyme NADH dehydrogenase (spots 5 and 
12), subunit-1 of the cytochrome b-c1 complex (spot 6), 
phosphoglycerate kinase (spot 9) muscle creatine kinase (spot 
10), diacylglycerol kinase (spot 11), isocitrate dehydrogenase 
(spot 13), myosin binding protein H (spot 14), the mitochon-
drial Tu translation elongation factor (spot 16), the 78 kDa 
glucose-regulated protein (spot 17) and the fast MLC1-f  
isoform of  myosin light chain (spot 18). Interestingly, differ-
ential changes of individual 2D spots representing pyruvate 
dehydrogenase (spots 15 and 22) and ATP synthase (spots 2, 
19 and 24) were observed. Increased proteins were identified 
as triose phosphate isomerase (spot 20), phosphofructokinase 
(spot 21) and pyruvate kinase (spot 23). Table 1 correlates 
spot numbers on the DIGE master gel with the proteomic 
information on individual protein species as determined by 
mass spectrometry. The table lists the protein name, acces-
sion number, predicted isoelectric point, predicted molecular 
mass, number of matched peptides, Mascot score, the percent 
sequence coverage and fold-change. The main subcellular 

 
Figure 1. Immunoblot analysis of mitochondrial enrichment 
from normal and diabetic skeletal muscle. Shown are immunob-
lots of crude homogenates versus the mitochondria-enriched frac-
tion from normal (N) versus Goto-Kakizaki (GK) rat muscle, la-
beled with antibodies to the fast MHCf isoform of myosin heavy 
cahin (A), the mitochondrial inner membrane marker mitofilin (B) 
and the mitochondrial outer membrane porin isoform VDAC1 of 
the voltage-dependent anion channel (C). Lanes 1 to 4 show tissue 
homogenates from normal and GK rat muscle and the mitochon-
drial fraction from normal and GK rat muscle, respectively. 

 
Figure 2. Comparative two-dimensional gel electrophoretic 
analysis of normal versus diabetic rat skeletal muscle. Shown is 
the 2D-DIGE analysis of the mitochondria-enriched fraction, using 
a pH 4-7 range in the first dimension. Individual panels represent 
Cy3-labelled gels of mitochondrial protein fractions from normal 
(A) and diabetic GK (C) skeletal muscle, as well as Cy5-labelled 
gels containing pooled standards (B, D). The pH-values of the first 
dimension gel system and molecular mass standards (in kDa) of 
the second dimension are indicated on the top and on the left of 
the panels, respectively. 
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localizations of the identified proteins are predicted to be 
mitochondria (ATP synthase, NADH dehydrogenase, cyto-
chrome b-c1 complex, isocitrate dehydrogenase, pyruvate 
dehydrogenase, F1-ATPase, 78kDa glucose-regulated protein, 
creatine kinase, Tu translation elongation factor, Hsp60), the 
cytosol (enolase, Hsp72, glycogen phosphorylase, phospho-
glycerate kinase, diacylglycerol kinase, triose phosphate iso-
merase, phosphofructokinase, pyruvate kinase) and the con-
tractile apparatus (myosin binding protein H, myosin light 
chain MLC-1f). 

In order to verify DIGE-determined changes in marker 
proteins, immunoblotting was carried out. As shown in Fig-
ure 4, the molecular chaperone Hsp60 was clearly found to be 
reduced in GK preparations (Figure 4A), which agrees with 
the proteomic finding of a reduction in spot no. 3 (Figure 3; 
Table 1). Since the DIGE analysis of mitochondrial ATP syn-
thase had revealed differential effects of diabetes on different 
sub-species of this mitochondrial enzyme, it was of interest to 
evaluate its molecular fate by immunoblotting. As illustrated 
in Figure 4B, the beta-subunit of ATP synthase was found to 
be increased in abundance. This agrees with the proteomic 
identification of increased spot no. 24 (Figure 3; Table 1). The 
statistical evaluation of the comparative immunoblot analysis 
of Hsp60 and mitochondrial ATP synthase is shown in Figure 
4C, D and demonstrates the significance of the altered ex-
pression changes of these two proteins. 

4. Discussion  

Abnormal mitochondrial functioning has been implicated 
to play a central role in the molecular pathogenesis of insulin 
resistance and contractile weakness in diabetic skeletal mus-

cle tissues [17]. The proteomic DIGE analysis of the mito-
chondria-enriched fraction presented here confirms a dis-
turbed protein expression pattern in the mitochondrial sub-
proteome from GK gastrocnemius muscle. Our previous 
proteomic survey of crude total extracts from diabetic GK 
muscle had identified moderate differential expression pat-
terns in 21 protein species. The diabetic phenotype seems to 
be associated with a generally altered composition of the 
muscle protein complement, affecting especially glucose, fatty 
acid, nucleotide and amino acid metabolism, as well as the 
contractile apparatus, the cellular stress response, the anti-
oxidant defense system and detoxification mechanisms [25]. 
With respect to changes in mitochondria, a reduction in 
NADH dehydrogenase, cytochrome b-c1 complex and iso-
citrate dehydrogenase agrees with the previously reported 
decreased oxidative phosphorylation in type-2 diabetes [14-
16]. 

The lower concentration of the molecular chaperones 
Hsp60 and Hsp72 indicates an impaired cellular stress re-
sponse in GK muscle tissue, which might weaken the defense 
mechanisms of metabolically challenged skeletal muscles. 
Reduced levels of muscle glycogen phosphorylase could have 
a negative effect on the proper utilization of stored glycogen 
and a lower concentration of creatine kinase may negatively 
affect the creatine phosphate shuttle. Both reductions in key 
metabolic components probably worsen the bioenergetic 
status of diabetic fibres and explain the contractile weakness 
in certain skeletal muscles from patients with type-2 diabetes 
[30, 31]. Interestingly, glycolytic marker enzymes were differ-
entially affected in GK muscle. The increased density of triose 
phosphate isomerase, phosphofructokinase and pyruvate 
kinase would suggest a higher glycolytic flux rate in tissues 
with a reduced mitochondrial content. Since phosphofructo-
kinase and pyruvate kinase represent rate-limiting steps of 
glycolysis, this alteration might be interpreted as a glycolytic 

 
Figure 3.  Two-dimensional DIGE reference gel of diabetic rat 
skeletal muscle. Shown is a DIGE reference gel of the mitochon-
dria-enriched fraction from rat skeletal muscle, used for the mass 
spectrometric identification of proteins with a differential expres-
sion profile. The pH-values of the first dimension gel system and 
molecular mass standards (in kDa) of the second dimension are 
indicated on the top and on the left of the panel, respectively. Iden-
tified muscle proteins are marked by circles and are numbered 1 to 
24. See Table 1 for a detailed listing of proteins that exhibited a 
diabetes-associated change in their abundance. 

 
Figure 4. Immunoblot analysis of altered marker proteins in 
diabetic skeletal muscle. Shown are immunoblots of normal (lane 
1) versus diabetic Goto-Kakizaki (lane 2) mitochondria-enriched 
preparations from skeletal muscle. Immuno-decoration was carried 
out with antibodies to the molecular chaperone Hsp60 (A, C) and 
the mitochondrial enzyme ATP synthase (B, D). The comparative 
blotting was statistically evaluated using an unpaired Student’s t-test 
(n=5; **p<0.01). 
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shift that has previously been described in obese skeletal 
muscles [32]. On the other hand, the enzymes enolase and 
phosphoglycerate kinase are reduced in GK tissue, which 
might be associated with the multi-functionality of many 
glycolytic elements [33]. The enzyme diacylglycerol kinase 
catalyzes the conversion of diacylglycerol to phosphatidic 
acid and uses ATP as a source of the phosphate. Thus re-
duced ATP levels in diabetic muscle tissues due to a reduced 
content of functional mitochondria could affect this enzyme. 
Altered levels of the fast MLC1-f isoform of myosin light 
chain and myosin binding protein H indicate a certain degree 
of re-modeling of the contractile apparatus. However, since 

this subproteomic analysis was carried out with a mitochon-
dria-enriched fraction, it is difficult to interpret changes in 
regulatory elements of the acto-myosin filaments. Compensa-
tory mechanisms to counter-act the loss of mitochondrial 
functioning appear to be an increase in certain isoforms of 
pyruvate dehydrogenase and ATP synthase [17].  

 In conclusion, the novel candidate proteins with a changed 
expression level in the mitochondria-enriched fraction, as 
shown in this proteomic survey of the GK rat model of non-
obeses type-2 diabetes, should be helpful for complementing 
the biomarker signature of diabetes mellitus [34-38]. Changes 
in the functioning and/or density of mitochondrial enzymes 

Table 1.  List of identified proteins that exhibit a changed abundance in mitochondria-enriched fraction from diabetic skeletal muscle. 

Spot 

no. Protein name Accession no. 

Isoelectric  

point (pI) 

Molecular  

mass (kDa) 

Matched 

peptides 

ANOVA 

(p value) 

Mascot 

score 

Coverage 

(%) 

Fold 

change 

1 Enolase gi|126723393| 7.08 47,332 17 0.009 314 44 -4.5 

2 Mitochondrial H-ATP synthase gi|220904| 5.78 18,828 3 0.021 74 16 -3.3 

3 Heat shock protein Hsp60 gi|56383| 5.11 61,101 5 0.043 100 12 -3.2 

4 Muscle glycogen phosphorylase gi|158138498| 6.65 97,749 10 0.032 112 13 -3.1 

5 NADH dehydrogenase, FeS protein 8 gi|157821497| 5.87 24,419 6 0.031 56 25 -2.9 

6 Cytochrome b-c1 complex, subunit 1  gi|51948476|  5.57 53,511 9 0.004 241 19 -2.7 

7 Enolase gi|126723393| 7.08 47,332 17 0.002 206 44 -2.6 

8 Heat shock protein Hsp72 gi|347019| 5.43 71,116 12 0.011 113 17 -2.6 

9 Phosphoglycerate kinase  gi|40254752| 8.02 44,916 9 0.003 96 29 -2.5 

10 Muscle creatine kinase gi|6978661| 6.57 43,224 7 0.015 111 17 -2.4 

11 Diacylglycerol kinase, delta gi|149037714| 8.09 126,993 2 0.008 50 1 -2.3 

12 NADH dehydrogenase, FeS protein 1 gi|53850628| 5.65 80,348 2 0.032 44 4 -2.2 

13 Isocitrate dehydrogenase gi|16758446| 6.47 40,052 7 0.049 198 22 -2.2 

14 Myosin binding protein H gi|38303941| 6 53,044 7 0.048 177 23 -2.1 

15 Pyruvate dehydrogenase gi|56090293| 6.2 39,305 11 0.031 294 34 -2.1 

16 Tu translation elongation factor, mitochondrial gi|149067905| 7.65 44,023 2 0.020 74 10 -2 

17 78kDa glucose-regulated protein gi|25742763| 5.07 72,476 2 0.024 60 4 -2 

18 Myosin light chain MLC-1f gi|205485| 4.99 20,795 15 0.003 200 67 -2 

19 F1-ATPase, beta subunit gi|203033| 5.07 38,747 4 0.009 187 12 2 

20 Triose phosphate isomerase  gi|38512111| 7.07 27,223 10 0.006 152 59 2.1 

21 Phosphofructokinase gi|62825891| 8.07 86,159 5 0.040 89 7 2.2 

22 Pyruvate dehydrogenase gi|56090293| 6.2 39,305 3 0.044 37 10 2.6 

23 Pyruvate kinase gi|16757994| 6.63 58,303 13 0.013 283 30 2.7 

24 ATP synthase, mitochondrial F1 complex gi|149029719| 6.43 23,434 8 0.004 94 53 3.1 
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may be useful for the identification of new therapeutic tar-
gets, the development of better diagnostic criteria, the im-
proved monitoring of disease progression and the biomedical 
evaluation of experimental treatment regimes. 
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Cathepsin B like cysteine proteases representing a major component of the lysosomal proteolytic repertoire plays an important role in intracel-
lular protein degradation. Comparative models of cathepsin B (CatB) protein of six different Leishmania strains were developed using MOD-
ELLER. The modeled three-dimensional (3-D) structure has the correct stereochemistry as gauged from the Ramachandran plot and good 3-D 
structure compatibility as assessed by PROCHECK and the DOPE score (DS2.1, Accelrys). The modeled proteins were energy minimized and 
validated using standard dynamic cascade protocol (DS 2.1). Seven different disulfide bonding sites are predicted in CatB protein of Leishma-
nia. Two domains were identified and different motifs are present in catB protein of Leishmania like aspargine glycosylation sites, protein 
kinase phosphorylation sites, protein kinase C activation sites and N-myristoylation sites. Considering that cathepsin B is essential for survival 
of Leishmania, including for virulence to the mammalian host, it may be viewed as an attractive drug target. 

Keywords: Cathepsin B; Homology Modeling; Leishmaniasis; Simulation; CatB; Cysteine protease. 

1. Introduction 

Leishmaniasis is a complex parasitic diseases caused by at 
least 17 different species of the protozoan parasite Leishma-
nia [1]. It is transmitted by the bite of Phlebotomine sand 
flies; Leishmania infects approximately 12 million people and 
is commonly endemic in tropical and subtropical regions of 
America, Africa, and the Indian subcontinent, as well as in 
the subtropics of Southeast Asia [2]. Leishmania species are 
diploid eukaryotes and are obligate intracellular protozoa that 
reside in macrophages of their mammalian hosts [3]. Leish-
mania donovani and major are the causative agents of old 
world Visceral and Cutaneous Leishmaniasis (VL and CL) 
respectively. Among the variety of disease manifestations, VL 
is a systemic disease and  Leishmania donovani complex is 
fatal and is a serious health problem in many tropical and 
subtropical countries   [4] whereas CL, caused by species such 
as Leishmania major, Leishmania mexicana, Leishmania 
braziliensis, and Leishmania panamensis, frequently self-
cures within 3–18 months, leaving disfiguring scars [5].  In 
vertebrate hosts Leishmaniasis are transmitted by Phlebotom-

ine sand flies, which acquire the pathogen by feeding on in-
fected hosts and transmit them by regurgitating the parasite 
at the site of a subsequent blood meal [5]. While obtaining 
blood meal, sand flies inject saliva into the host’s skin con-
taining anti clotting, anti platelet and vasodilatory com-
pounds that increase the hemorrhagic pool [6, 7]. Leishmania 
parasites contain high levels of cysteine proteases [8] repre-
sent a major component of the lysosomal proteolytic reper-
toire and play an important role in intracellular protein 
degradation [9] The lysosomal cysteine proteases, cathepsins 
B, H, L, S and C, are well characterized proteins with closely 
related amino acid sequences, belonging to the papain super 
family [10]. Lysosomal enzymes are synthesized in normal 
cellular processes as glycosylated higher molecular weight 
precursors, which, during their maturation, undergo several 
processing steps by limited proteolysis [11]. Cathepsin B 
maturation includes removal of the N-terminal propeptide, 
the C-terminal extension and a dipeptide between residues 47 
and 50 (mature enzyme numbering). The product is an en-
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zymatically active molecule with two chains covalently cross-
linked by a disulfide bridge [12, 13]. It exhibits both endopep-
tidase and exopeptidase activities [14] and shown that the 
exopeptidase activity is dependent on the presence of a spe-
cialized structural element, the occluding loop, which accepts 
the negative charge of the P2 carboxylate. CatB protein that 
belongs to the papain super family and shows high homology 
to cathepsins L, S and O, papain and actinidin, among others 
[10]. This super family encompasses a large number of cyste-
ine proteases from sources as diverse as bacteria, plants and 
mammals [15]. Studies involving species of Leishmania such 
as L. major and L. amazonensis have been shown to induce 
the production of biologically active transforming growth 

factor (TGF-β) by macrophages upon infection [16]. 

L. donovani infection is known to induce the expression of a 

number of cytokine genes like TNF- , GM-CSF, TGF-β, and 

IL-6 [17]. Application of anti-TGF-β antibodies arrested the 
development of lesions in mice, whereas treatment with TGF-
β exacerbated the infection with L. amazonensis, Trypanoso-
ma cruzi, and Toxoplasma gondii [18]. Leishmania major, L. 
mexicana, and L. braziliensis trigger the production of TGF-β 
and IL-10, which inhibit killing of intracellular organisms 
[19]. It was also shown that TGF-β plays a role in limiting 
IFN- γ production during the primary infection in mice [20]. 
IFN-γ, on the other hand, is known to induce the expression 
of inducible nitric-oxide synthase, the key effectors mecha-
nism for the killing of Leishmania and other parasites within 
the mouse macrophages, both in vitro and in vivo [21]. TGF-β 
isoforms are synthesized as large biologically inactive precur-
sors, which are proteolytically processed to yield mature and 
active homodimer. A variety of agents and treatments are 
known to activate latent TGF-β, like heat, acidic pH, plasmin, 
subtilisin-like endopeptidases, and cathepsins [22, 23, 24]. 
Hence, structural and functional analysis of catB protein of 
different Leishmania sp. is vital for further structure based 
ligand protein interaction study. 

In this work, we are concerned with the determination of 
the 3-D structure of cathepsin B-like cysteine protease of six 
different strains of Leishmania (L. donovani, L. infantum, L. 
major, L. mexicana, L. chagasi, and L. braziliensis). These 
developed models will be helpful in the screening of several 
antileishmanial drug molecules and alkaloids in future. 
Screening of antileishmanial compounds (Ligand molecules) 
against cathepsin protein study is going on in Biomedical 
Informatics Centre (BIC) of RMRIMS with the different 
commercial software. 

2. Material and methods 

In this study various three dimensional structural models 
of the cathepsin B protein of six different Leishmania strains 
were generated. The models were validated by Ramachan-
dran plots of PROCHECK and DOPE scores of Discovery 
Studio software v 2.1. The models of cathepsin B protein were 
further tested for insilico docking study to know the presence 
of any interaction between the ligand and Cat B protein. Lig-
and protein interaction of KMP-11 has already been reported 

earlier [25]. Various methods applied in this study are given 
below. 

2.1 Structural Modeling and Sequence Analysis of Cathepsin B 
Protein 

The amino acid sequence of cathepsin B of L. donovani 
(340 amino acids (aa), Genbank locus ID: AAG44365), L. 
braziliensis (340 aa, Uniprot ID: A4HH90), L. infantum (340 
aa, Uniprot ID: A414D6), L. chagasi (340 aa, Uniprot ID: 
Q9GQN7), L. major (340 aa, Uniprot ID: Q4FXX7), and L. 
mexicana (340 aa, Uniprot ID: Q25319) was downloaded 
through NCBI & EMBL website for structural modeling. 
Multiple alignments of the related sequences were performed 
using Clustal W program accessible through the European 
Bioinformatics Institute [26] (http://www.ebi.ac.uk/Tools/ 
clustalw2/index.html). No X-ray crystallographic or NMR 
structure of Cathepsin B protein of any Leishmanial strains 
has yet been determined. Tertiary structures of cathepsin B 
protein of six different Leishmanial strains were modeled on 
the basis of template pdb id: 3PBH & 1MIR using MODELER 
protocol of Discovery Studio 2.1.  Structure of LPG2 protein 
of different Leishmania strains has already been reported 
earlier [27]. Structure validation was performed using Verify 
protein (DOPE) scores, WHATIF and, molecular modeling 
tools of Discovery studio. Cathepsin B protein of six different 
Leishmania strains and their two different template homologs 
and their PBB ID: 1MIR and 3PBH having their tertiary 
structures i.e. β sheets and α- helices are predicted through of 
Discovery Studio 2.1. 

2.2 Simulation of Cathepsin B protein 

Model of Cathepsin B protein of six different strains of 
Leishmania were further processed by applying CHARMM 
force field. Potential energy of a specified structure is evaluat-
ed by using calculate energy protocol of DS2.1. The calculate 
energy protocol can be used to compare the relative stability 
of different configurations of the same structure; or as a prel-
ude to lengthy simulations to confirm the availability of ap-
propriate force field parameters. The CHARMM molecular 
simulation package uses the CHARMM force field to model 
the energetic, forces and dynamics of biological molecules 
using the classical method of integrating Newton’s equations 
of motion [28]. Energy minimization of al six different 3-D 
modeled protein structures are done with the help of stand-
ard dynamics cascade protocol of DS 2.1[29] which performs 
the following steps: minimization with steepest descent 
method, minimization with conjugate gradient, dynamics 
with heating, equilibration dynamics, production dynamics. 
The minimization protocol minimizes the energy of a struc-
ture through geometry optimization. The dynamics (heating 
or cooling) protocol allows controlling the temperature of a 
system when performing a molecular dynamics simulation. 
For the simulation cascade following parameter are used:  
steepest descents minimization (500steps, RMS gradient 0.1) 
in first minimization step & in second steepest Descents min-
imization (500 steps, RMS gradient 0.0001), heating (2000 
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steps , initial temperature 50K, final temperature 300K ), 
equilibration (120 ps, 1fs time step, coordinates saved every  
1000 steps ) and Production (120 ps, 1fs time step, 300 K, 
NVT ensemble, non bond cutoff 14A, switching function 
applied between 10 and 12A, coordinates saved every 1000 
steps). 

2.3 Function Assignment of Cathepsin B Protein by SVM 

To know the novel functions of Cathepsin B protein of all 
six different Leishmania strains were searched through BIDD 
server (http://jing.cz3.nus.edu.sg/cgi-bin/svmprot.cgi) [30]. 
The web-based software, SVMProt, support vector machine 
(SVM) classifies a protein into functional families from its 
primary sequence based on physico-chemical properties of 
amino acids. Novel protein function assignment of different 
proteins of SARS virus and Japanese encephalitis virus has 
already been reported by using this server [31].  

2.4 Predict Protein Server 

Predict Protein provides PROSITE sequence motifs, low 
complexity regions (SEG), nuclear localization signals, re-
gions lacking regular structure (NORS) and predictions of 
secondary structure, solvent accessibility, globular regions, 
transmembrane helices, coiled-coil regions, structural switch 
regions, disulfide-bonds, sub-cellular localization, and func-
tional annotations [32,33,34,35]. 

3. Results and Discussion 

Structure, function and ligand binding site analysis of ca-
thepsin B protein will lead to identification of novel targets 
for design of suitable lead compounds inhibiting the specific 
functions of L. donovani, L. infantum, L. major, L. mexicana, 
L. chagasi, and    L. braziliensis. 

3.1 Structural Modeling and Sequence Analysis of Cathepsin B 
Protein 

Structural model of all six strains (L. braziliensis, L. infan-
tum, L. chagasi, L. major, L. mexicana, L. donovani) of ca-
thepsin B protein of Leishmania is modeled by MODELER 
on the basis of different three dimensional co-ordinates of 
two crystal structures (templates) of proteins namely PDB ID: 
3PBH & 1MIR taken for this study from RCSB PDB are same 
for all six strains of Leishmania shown in Table 1. The PDB 
ID: 3PBH and 1MIR are selected as a template on the basis of 
BLAST result. Each strain of catB protein of Leishmania 
shows that the different identity with template protein.  L. 
donovani, L. braziliensis and L. infantum sequences are hav-
ing 38% sequence similarity with template 3PBH and 1MIR 
while L. major and L. mexicana is having 39% sequence simi-
larity with 3PBH and 38% with 1MIR protein. L. chagasi 
shows only 37 % sequence similarity with 1MIR and 38% 
with 3PBH is shown in Table 1. 

Crystallographic studies have demonstrated the structural 
features of template proteins i.e. 3PBH & 1MIR of human 
liver cathepsin B protein and rat procathepsin B respectively 
at resolution 2.8A° and 2.15A° respectively. The three dimen-
sional structure of human procathepsin B (PDB ID: 3PBH) 
revels that the propeptide folds on the catB surface [36], 
shielding the enzyme active site from exposure to solvent. 
The structure of the enzymatically active domains is virtually 
identical to that of the native enzyme [37]. The three dimen-
sional coordinates (PDB ID: 1MIR) represents cysteine pro-
tease of the papain super family which is synthesized as 
inactive precursors with a 60-110 residues at the N-terminal 
pro segment. The propeptide are potent inhibitors of their 
parent protease [38].  On the basis of above template studies 
it is hypothesized that the pro region lies in between the 
Tyr27 – Gln95 amino acids sequence of the different Leish-
mania strains i.e.  L. donovani, L. chagasi, L. infantum, L. 

Table 1. Relative Data of six different strains of Cathepsin B proteins of Leishmania as well as their templates (3PBH and 1MIR) shows the 
highest verify score value than the expected score value. Identity of template protein is varied between 37-39%. Abbreviations: LEIDO: L. 
donovani,  LEIBR: L. braziliensis,  LEIIN: L. infantum, LEICH: L. chagasi LEIME: L. major, LEIME: L. mexicana. 

S.No. 

Name of Target 

Sequence 

Template protein 

Model Name 

Dope 

Score 

Verify 

Score 

Expected 

High Score 

Expected 

Low Score Name Length Identity (%) 

1 AAG44365 

LEIDO 

3PBH 

1MIR 

317 

313 

38 

38 
3PBH.B99990001 -33420.4 150.65 139.723 62.8754 

2 
A4HH90 LEIBR 

3PBH 

1MIR 

317 

313 

38 

38 
1MIR.B99990002 -32069.9 146.29 139.723 62.8757 

3 A414D6 

LEIIN 

3PBH 

1MIR 

317 

313 

38 

38 
1MIR.B99990001 -32335.4 153.31 139.723 62.8757 

4 Q9GQN7 

LEICH 

3PBH 

1MIR 

317 

313 

38 

37 
3PBH.B99990003 -33420.4 154.79 139.723 62.8757 

5 QLFXX7 

LEIMA 

3PBH 

1MIR 

317 

313 

39 

38 
3PBH.B99990003 -33420.4 154.79 139.723 62.8757 

6 Q25319 

LEIME 

3PBH 

1MIR 

317 

313 

39 

38 
3PBH.B99990003 -33420.4 154.79 139.723 62.8757 
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major and L. mexicana but in case of L. braziliensis Gln95 
amino acid residue is replaced by Ala95 residues of the pro-
tein sequence. After the cluster analysis of amino acid se-
quence of catB protein of six Leishmania strains and two 
templates it is known that the mature sequence begins at the 
N-terminal Met1 and ends at C-terminal Glu-340 amino 
acids. Secondary structure of catB protein (α -helices and β -
sheets) are  represented in Figure 1, 340 amino acid sequenc-
es of  catB protein of six Leishmania strains and two template  
PDB ID: 3PBH and 1MIR in the modeled catB protein of 
Leishmania, 7-9 α helices and  6-8 β sheets have been ob-
served. 

Multiple alignment of amino acid sequences of cathepsin B 
protein of different Leishmania strains show that there is 
much identity (66-100%) among each other, catB protein of 
different Leishmania strains show 35- 45% identity with catB 
protein of human. Cathepsin B of L. infantum and L. do-
novani are identical (100%) to each other, hence demograph-
ic separation do not have any impact on protein structure at 
these two strains. Cathepsin B Protein of six different strains 
of Leishmania and three different strains of Homo sapiens i.e. 
B3KQRS, P07858 and B4DMY4 have been aligned through 
multiple sequence alignment by using Clustal W. It is learnt 
from multiple alignments that six strains of Leishmania are 
similar to each other and dissimilar with three different 
strains in human which is shown in Table 2. From clado-
gram, catB protein of L. braziliensis and other Leishmania 
strains are forming a cluster different from other cysteine 
proteases of human. Three strains of human cysteine proteins 

are found to be far from other Leishmania strains shown in 
Figure 2. 

Developed 3- D models of all six Leishmania strains  is veri-
fied with the help of Verify protein (MODELER) score proto-
col of DS2.1 and their score is higher than the expected high 
score. The DOPE (Discrete Optimized Protein Energy) score 
(-33420.4) is same for 3-D structure models of catB protein of 
L. mexicana, L. major, L. chagasi and L. donovani and  is dif-
ferent i.e. (-32335.4) from other two modeled structures that 
of L. braziliensis and L. infantum is shown in Table1.   

 Cathepsin B protein of structural models of six Leishmania 
strains were validated by verify protein (MODELER) score of 
DS 2.1 (Accelrys), WHATIF and PROCHECK.  In the Rama-
chandran plots (Procheck) show that 65-88.1% amino acid 
residues belong to core region, 9-30% residue in allowed re-
gion, 0.4 - 4.4% are in generously allowed regions and 0.4–
1.2% in disallowed region is reported in Table 3. These amino 
acids which occur in invalid region of Ramachandran plot 
were further refined by side chain and loop refinement tools 
of DS2.1 (Accelrys) to get validate of the 3-D structure of 
cathepsin B protein. The best model of different Leishmania 
strains were screened by Verify protein (MODELER) score 
and the best was selected for further analysis. About 7 to 9 α- 
helices have been observed for catB protein of different mod-
els of various Leishmania strains, seven, eight, and nine heli-
ces have been observed in catB protein of modeled structure 
in L. donovani, L. braziliensis, L.  infantum respectively. The 
modeled structures of catB protein of different Leishmania 
strains have shown close identity with each other, one mod-
eled structure of L. braziliensis is given in Figure 3. The verify 
protein (MODELER) score of best predicted models of catB 

 

Figure 1. Comparative analysis of β-sheet and α-helix of protein
PDB ID: 3PBH (3-D structure of human procathepsin B) and 1MIR 
(3-D coordinates of cysteine protease of papain super_ family) with 
cathepsin B protein of six different strains of Leishmania (DS 2.1). In 
figure1, Red color shows helical structure and blue arrows are the β-
sheets (This Figure is available in the supplementary material). 

Table 2. ClustalW results of multiple sequence alignment scores of 
Cathepsin B Protein of six different strains of Leishmania and three 
strains of human. Leishmania strains are closely associated with each 
other and far from the human catB protein sequence. 
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protein of various Leishmania strains Table 4, shows that 
highest scores (154.79) has been found in case of cathepsin 
protein model of L. chagasi, L. major, L. mexicana and lowest 
scores (146.29) has been found in case of L. braziliensis.  

 From Ramachandran plot, it is known that maximum resi-
dues in cathepsin B protein are responsible for construction 
of helices. It is found that the best model of cathepsin B pro-
tein of all these strains consisted of only one chain. In all the 
models 19 – 23 % is helical. The best models of catB protein 
of L. chagasi, L. major, L. mexicana are having highest num-
ber (eight) of helices where minimum three and maximum 
seventeen residues take part in formation of a helix. In all six 
strains of Leishmania 310 helices have also been found where 
as in L. donovani maximum eighteen residues has been in-
volved in forming a helix and helices in this strain accounts 
19.2 % of all is shown in Table 4.  CatB protein of six Leish-
mania strains that varies six to eight β sheets. Six β sheets are 
observed in L. infantum where as in L. chagasi, L. major, L. 
mexicana are having eight β sheets similarly seven β sheets 
are observed in L. donovani and L. braziliensis. 

3.2 Simulation of Cathepsin B protein 

Cathepsin B protein of six different strains of Leishmania 
are simulated by  standard dynamic cascade protocol, in this 
process each simulation consists of 500 steps which is extend-
ed up to 5000 after that in each step 1000 increment has been 
given which was  continue up to 10,000 steps of energy min-
imization. Each step can calculate the Van der Waals energy, 
CHARMM energy, potential energy and kinetic energy of the 
protein. Net partial charge and Net formal charge of catB 
protein of L. donovani, L. chagasi, L.major, L. mexicana are 
having -9 and that of other two strains are having -11 in L. 
braziliensis and L. infantum. Initial CHARMM energy of catB 
L. chagasi, L. major, L. mexicana was 14341 Kcal/mol and 
that of L. donovani was -19493.7 Kcal/mol and in L. 
braziliensis was -9705.34 Kcal/mol, after the minimization of 
energy up to 10,000 steps. CHARMM force field of cathepsin-
B protein of each strain was changed and it varies between -
16343.9 kcal/mol to -17110.1 kcal/mol. Van der Waals energy 
of cathepsin B of L. donovani changed from 2007.61 kcal/mol 
to -1732.12 kcal/mol, similar type of Van der Waals energy 
variation has been observed in other cathepsin B of five 
strains is shown in Table 5. 

3.3 Functional Assignment of Cathepsin B protein by SVM 

From the comparative analysis of cathepsin B protein of 
different Leishmania strains functional assignment shows 
that it belongs to transmembrane region protein. Cathepsin B 
protein  of  L. donovani, L. chagasi, L. infantum  strains be-
longs to metal binding (65.4 %), manganese binding (62.2 %), 
copper binding (58.6 %) and magnesium binding (58.6 %)  
protein function families. Other protein functional families 
like hydrolases - acting on peptide bonds (peptidase) has 
been detected  in L. donovani, L. chagasi and L. infantum 
(76.2%) and 85.4 % in L. major  and 80.4 % in L. mexicana. 
Cathepsin B protein of L. braziliensis, L. major and L. mexi-
cana belongs to metal binding functional motifs are 62.2 %, 
73.8% and 71.3% respectively. Cathepsin B protein of Leish-
mania major has manganese binding (65.4 %), and 58.6% 
copper binding in L. mexicana. Calcium binding property has 

 

Figure 2.  Phylogram showing phylogenetic relationship of Cathep-
sin B protein of six strains of Leishmania (L. infantum, L. chagasi, L. 
mexicana, L. braziliensis, L. major  and   L. donovani) with  three 
different strains i.e. B3KQR5_H(cDNA), P07858,CATB_H and 
B4DMY4_H(cDNA) of cathepsin B protein in Homo sapiens. 

Table 3. Referring to Ramachandran Plots of cathepsin B protein of 
six different strains of Leishmania. Abbreviations: Ldv: L. donovani, 
Lbrzl: L. braziliensis, Linf: L. infantum, Lch: L. chagasi, Lma: L. ma-
jor, Lme: L. mexicana. 

 

 

Figure 3. Ribbon representations of the homology model of Cathep-
sin B protein images of all six different leishmania strains using 
Discovery Studio 2.1 (Accelyrs) software (a) L. braziliensis (b) L. 
infantum (c) L. chagasi (d) L. major (e) L. mexicana and (f) L. do-
novani.  
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been detected for amino acid sequence of L. braziliensis and 
L. mexicana. In L. braziliensis few amino acids of catB protein 
participates in the formation of outer membrane. DNA repair  
as well as transportation activity are the novel function 
reported by us in different strains of catB protein of 
Leishmania with the help of support vector machine tool 
(http://jing.cz3.nus.edu.sg/cgi-bin/svmprot.cgi). Lipid 
binding property (88-92%) of cathepsin B has been predicted 

in L. donovani (91.3%), L. chagasi (88.1 %), L. major (83.9%) 
and L. infantum (91.3%) is shown in Figure 4. From NCBI 
and EMBL, it is also known that Cathepsin B protein is a 
specific synthetic inhibitor protein which indicates that the 
inhibitor itself does not affect the growth of the parasites 
during the promastigote stages of the parasite. 

 3.4 Predict Protein Server 

The amino acid sequence of cathepsin B protein of 
different Leishmania strains were submitted at protein 
predict server, to know whether there is presence of any post 
translation modification. In all six strains of Leishmania total 
eights post translational modification sites are observed. 
There are five aspargine glycosylation sites (N [^P] [ST] 
[^P]) from 18 amino acid to 159 amino acid in catB protein 
of six different strains of Leishmania. NFSV and NTTC 
glycosylation pattern is predicted at 28th and 159th residues in 
L. chagasi, L. major, L. mexicana where as in L. donovani, L. 
braziliensis (NFSV and NMST) glycosylation patterns were 
observed at 18th and 28th positions respectively. Glycosylation 
pattern (NSSK and NTTC) were observed at the 141th and 
149th positions in catB protein of L. donovani and L. 
mexicana. Two protein kinase phosphorylation sites, one 
cAMP- and one cGMP-dependent with RRIS motif have been 
found at 88th position in L. infantum, L. chagasi and L. 
mexicana where as   in L. major RRIS motif has been replaced 
by RRMS motif. In L. donovani and L.braziliensis at 78th 
position (motif RRIS), 260th position (RRGT motifs) are also 
present which imply that cAMP and cGMP dependent 
protein kinase phosphorylation occur at these sites. Five 
Protein kinase C activation sites have been found in three 
Lei shmania  s t ra ins  i . e .  L.  in fantum ,  L.  chagas i 

 

Figure 4.   Comparative analysis of functional assignment of 
Cathepsin B protein in various strains by SVMProt. [Pdase→EC3.4, 
Hydrolases acting on peptide bonds, Lyase→ EC4.1 Lyase carbon-
carbon lyases, MB→ Metal Binding, MnB→ Manganese binding, 
CuB→Copper Binding, MgB→ Magnesium Binding, Tc 1.c→ 
channels/pores-pore forming toxins (proteins & peptides), OM→ 
Outer membrane, AB→ Actin Binding, DNAR→ DNA Repair, CaB→ 
Calcium binding, Tc3-D→ Primary Active transporter 
oxidoreduction driven transporter.] (Series1→ L. donovani, Series2→ 
L.braziliensis, Series3→ L. chagasi, Series4→ L.major, Series5→ L. 
mexicana, Series6 → L. infantum). 

 

Table 4. Promotif search result summary and Profiles- 3D scores of 
modeled structure of cathepsin B proteins of all six strains of 
Leishmania. 

 

Model 
Features 
Strain Names 

No.  and % of 
alpha helices 

No. and % of 
3,10(310) helices 

No. of 
chain 

Profile 3D 
Scores 

L. donovani 

7 / 19.2% 
3(min)-18(max) 
Residues take part 
in formation of 
helices 

2 /1.6% 
3 residues 

1 150.65 

L. braziliensis 

7/ 21.2 % 
3(min)-17(max) 
Residues take part 
in formation of 
helices 

4 / 3.9 % 
3,5 residues 

1 146.29 

L. infantum 

7/ 21.2 % 
3(min)-17(max) 
Residues take part 
in formation of 
helices 

4 / 3.9 % 
3,5 residues 

1 153.31 

L. chagasi 

8 /22.8 % 
3 (min)-17(max) 
Residues take part 
in formation of 
helices 

5/5.2 % 
3-5 residues 

1 154.79 

L.major 

8 /22.8 % 
3 (min)-17(max) 
Residues take part 
in formation of 
helices 

5/5.2 % 
3-5 residues 

1 154.79 

L. mexicana 

8 /22.8 % 
3 (min)-17(max) 
Residues take part 
in formation of 
helices 

5/5.2 % 
3-5 residues 

1 154.79 

Table 5. It shows the simulation of cathepsin B protein of six 
different Leishmania strains. 

Cathepsin B Protein in 
six different strains of 
leishmania 

CHARM
M Energy 
Kcal/mol 

Electrostat
ic Energy 
Kcal/mol 

Initial  
energy 
Kcal/mol 

Vander 
Wall 
Energy 
Kcal/m
ol 

L. donovani 
Initial -19493.7 -22057  2007.61 

Final -16436.7 -20840.7 -16472.9 -1732.12 

L.  braziliensis 
Initial -9705.3 -11186  -1288.92 

Final -17110.1 -21271.7 -17137.8 -1768.44 

L. infantum 
Initial -1580.56 -10111.5  5452.26 

Final -16886.8 -21141.1 -16881.9 -1701.91 

L. chagasi 
Initial 14341 -10295.5  21547.8 

Final -16816.9 -21211.9 -16825.1 -1796.56 

L. major 
Initial 14341 -10295.5  21547.8 

Final -16944.8 -21190 -16960 -1795.06 

L. mexicana 
Initial 14341 -10295.5  21547.8 

Final -16953.4 -21152.5 -16994.2 -1815.47 
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Table 6. Comparative analysis of different motifs of cathepsin B protein of six Leishmania strains. The motifs were predicted by Predicted 
Protein Server. 

Motifs name L.donovani L.braziliansis L.infantum L.chagasi L.major L.mexicana 

 PATTERN 

ASN_GLYCOSYLATION 
18→NFSV 

149→NTTC 

18→NMST 

159→NSTC 

28→NMST 

159→NSTC 

28→NFSV 

159→NTTC 

28→NFSV 

159→NTTC 

28→NFSV 

141→NSSK 

159→NTTC 

(N-glycosylation site) N[^P][ST][^P] 

CAMP_PHOSPHO_SITE 78→RRIS 260→RRGT 88→RRIS 88→RRIS 88→RRMS 88→RRIS 

(cAMP- and cGMP-dependent protein kinase phosphorylation site) [RK]{2}.[ST] 

PKC_PHOSPHO_SITE 

66→SDR 

132→SDK 

45→TPK 

169→ SVK 

3→SGK 

25→SPR 

45→SDK 

76→SDR 

179→SLR 

208→SYK 

278→SLK 

3→SGK 

76→SDR 

142→ SDK 

155→TPK 

179→SVK 

3→SGK 

76→SDR 

142→SDK 

155→TPK 

179→SVK 

3→TGK 

76→SDR 

142→SEK 

155→TPK 

179→SVK 

3→TGK 

45→SEK 

76→SDR 

142→SSK 

155→TPK 

179→SIK 

(Protein kinase C phosphorylation site) [ST].[RK] 

CK2_PHOSPHO_SITE 

20→SVDE 

43→TISE 

141→TIYD 

150→TTCE 

155→SEMD 

6 →SDEE 

30→SAEE 

40→TSFD 

53→TISE 

15 →TIYD 

161→TCAD 

217→TTGE 

6 →SLEE 

30→VDE 

53→TISE 

151→TIYD 

160→TTC 

165→SEMD 

6 →SLEE 

30→VDE 

53 →TISE 

151→TIYD 

160→TTCE 

165→SEMD 

6 →SLGE 

30→SVEE 

53→TISE 

151→TIYD 

160→TTCE 

165→SEMD 

6→SLEE 

30→SVEE 

53→TIGE 

160→TTCD 

(Casein kinase II phosphorylation site) [ST].{2}[DE] 

TYR_PHOSPHO_SITE 154→KSEMDLVK
Y 

171→KHKGEKSY 164→KSEMDLVKY 
164→KSEMDLVK
Y 

164→RSEMDLVKY - 

(Tyrosine kinase phosphorylation site) [RK].{2,3}[DE].{2,3}Y 

MYRISTYL  

54→GSCWAI 

95→GCYGGI 

165→TSYSV 

223→TQGGV 

252 →SNECG 

261→GVAGT 

64→GSCWAI 

105→CQGGI 

233→GVQNGT 

262 →GTDECG 

64→SCWAI 

105→CYGGI 

175→GTSYSV 

233→GTQGGV 

262→SNECG 

271→GVAGT 

64→SCWAI 

105 →CYGGI 

175 →TSYSV 

233→TQGGV 

262 →SNECG 

271→GGVAGT 

64→GSCWAI 

105→GCHGGGI 

223→GTQDGV 

262→GNNECK 

271→GGVAGI 

64→GSCWAI 

105→GCYGG
I 

233→GVKDG
I 

262→GNDEC
G 

(N-myristoylation site) G[^EDRKHPFYW].{2}[STAGCN][^P] 

THIOL_PROTEASE_CYS 50→QSNCGSCWA
IAA  

60→QSNCGSCWAI
AA 

60→QSNCGSCWAIA
A 

60→QSNCGSCWA
IAA 

60→QSNCGSCWAIA
A 

60→QSNCGS
CWAIAA 

(Eukaryotic thiol (cysteine) proteases cysteine active site) Q.{3}[GE].C[YW].{2}[STAGC][STAGCV]  

THIOL_PROTEASE_HIS 213→GGHAVKLV
GWG 

223→GGHAVKLV
GWG 

223→GGHAVKLVG
WG 

223→GGHAVKLV
GWG 

223→GGHAVKLVG
WG 

223→GGHAV
KLVGWG 

(Eukaryotic thiol (cysteine) proteases histidine active site) [LIVMGSTAN].H[GSACE][LIVM].[LIVMAT]{2}G.[GSADNH]  

PREDICTED 

SECONDARY 

STRUCTURE 

H→13.33 

E→23.33 

L→63.33 

H→15.71 

E→18.21 

L→66.07 

H→15.36 

E→21.79 

L→62.86 

H→15.36 

E→22.50 

L→62.14 

H→16.07 

E→19.29 

L→64.64 

H→17.14 

E→20.00 

L→62.86 

GLOBULARITY  
nexp=62 

nfit =115 

diff =47.00 

nexp=172 

nfit=119 

diff=53.00 

nexp=164 

nfit=119 

diff =45.00 

nexp=164  

nfit=119 

diff=45.00 

nexp=165 

nfit=119 

diff=46.00 

nexp=170 

nfit=119 

diff=51.00 

 nexp -number of predicted exposed residues 

 nfit -number of expected exposed residues 

 diff -difference nexp-nfit 
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and L. major and their patterns are shown in (Table 6), but in 
L. major at first protein kinase C phosphorylation site serine 
has been replaced threonine. In L. infantum, L. chagasi and L. 
major six identical motifs of casein kinase II phosphorylation 
site were observed likewise at 6th and 30th positions codes 
SLGE and SVEE in L.major. In L. donovani and L. braziliensis 
and L. mexicana predicted 5, 7 and 4 different patterns are 
present respectively (Table 6). Three different tyrosine kinase 
phosphorylation sites (154→ KSEMDLVKY, 171 → 
KHKGEKSY and 164→RSEMDLVKY) have been observed in 
cathepsin B of L. donovani, L. braziliensis and L. major re-
spectively. No tyrosine kinase phosphorylation site was de-
tected in catB protein of L. major. Six N-myristoylation sites 
with same pattern have been observed in catB protein of L. 
infantum, L. chagasi and L. major but in L. major 175th pat-
tern are absent. In L. braziliensis and L. mexicana having 
same four sites were observed. Amino acid composition of N-
myristoylation site in L. donovani is completely different 

from all five strains of Leishmania. One motif of eukaryotic 
thiol (cysteine) proteases active site and eukaryotic thiol (his-
tidine) proteases active site is present in different strains of 
Leishmania (Table 6).  

 

Seven disulfide bonds formed between different amino ac-
ids. Two domains were identified in six Leishmania strains 1st 
domain is formed between 1-206 amino acids and 2nd domain 
is formed between 207-340 amino acids shown in Table 7. 

4. Future Perspectives 

Homology modeling of six different strains of Leishmania 
cathepsin B protein provided for the first time its 3-D struc-
ture model which could be tested for screening different mol-
ecules for the Leishmania specific cathepsin B inhibitory 
activity (docking analysis). The developed model showed 
good overall structural quality, and is validated using 
PROCHECK, WHATIF program. Prediction of different 

Table 7.  It shows the prediction of disulphide bond and different motifs of cathepsin B protein of six different Leishmania strains. 

Leishmania strains Disulfide bond Length Sequence Domains 

L. donovani 

10-188 
111-218 
123-166 
126-162 
158-208 
159-326 
196-222 

178 
107 
43 
36 
50 
167 
26 

AKSALCLVAVF – ITTEVCQPYPF 
EHWPMCVTISE –YDTPKCNTTCE 
RDQSNCGSCWA –ICGFGCYGGIP 
SNCGSCWAIAA – SCCFICGFGCY 
SNLLSCCFICG – DKYPPCPNTIY 
NLLSCCFICGF – RGSNECGIESG 
YPFGPCSHHGN KCNTTCEKSEM 

1:        1-206 
2:    207-340 

L. braziliensis 

3-111 
123-166 
126-326 
140-218 
158-222 
159-188 
196-208 

108 
43 
200 
78 
64 
29 
12 

XXXMRCYTKF-DKWPKCRTISE 
RDQSNCGSCWA-VCGMGCQGGIP 
SNCGSCWAIAA – RGTDECGIEST 
MSDRYCTVAGI – YDTPTCNSTCA 
GHLLSCCFVCG - TCNSTCADSHT 
HLLSCCFVCGM - LTSEVCQPYPF 
YPFPPCGHHTD - GKYPACPSTIY 

1:       1-206 
2:   207-340 

L. infantum 

10-188 
111-218 
123-166 
126-162 
158-208 
159-326 
196-222 

178 
107 
43 
36 
50 
167 
26 

AKSALCLVAVF – ITTEVCQPYPF 
EHWPMCVTISE - YDTPKCNTTCE 
RDQSNCGSCWA – ICGFGCYGGIP 
SNCGSCWAIAA – SCCFICGFGCY 
SNLLSCCFICG – DKYPPCPNTIY 
NLLSCCFICGF – RGSNECGIESG 

YPFGPCSHHGN - KCNTTCEKSEM 

1:       1-206 
2:   207-340 

L. chagasi 

10-188 
111-326 
123-166 
126-162 
158-208 
159-208 
196-222 

178 
215 
43 
36 
50 
49 
26 

AKSALCLVAVF – ITTEVCQPYPF 
EHWPMCVTISE – RGSNECGIESG 
RDQSNCGSCWA – ICGFGCYGGIP 
SNCGSCWAIAA – SCCFICGFGCY 
SNLLSCCFICG – DKYPPCPNTIY 
NLLSCCFICGF – YDTPKCNTTCE 

YPFGPCSHHGN - KCNTTCEKSEM 

1:       1-206 
2:   207-340 

L. major 

10-159 
111-326 
123-188 
126-140 
158-166 
196-208 
218-222 

149 
215 
65 
14 
8 
12 
4 

AKSALCLVAVF – NLLSCCFICGL 
EHWPMCLTISE – RGNNECKIESG 
RDQSNCGSCWA – IATEDCQPYPF 
SNCGSCWAIAA – ISDRYCTFGGV 
SNLLSCCFICG – ICGLGCHGGIP 
YPFDPCSHHGN - EKYPPCPSTIY 

YDTPKCNTTCE - KCNTTCERSEM 
 

1:       1-206 
2:   207-340 

L. mexicana 

10-162 
111-218 
123-166 
126-326 
158-208 
159-188 
196-222 

152 
107 
43 
200 
50 
29 
26 

TKSALCLVAVF – SCCFICGFGCY 
EKWPMCVTIGE – YNTPKCNTTCD 
RDQSNCGSCWA – ICGFGCYGGIP 
SNCGSCWAIAA – RGNDECGIESS 
TNLLSCCFICG - SKYPPCPNTIY 
NLLSCCFICGF – VTTELCQPYPF 

YPFGPCSHHGN - KCNTTCDNVEM 

1:       1-206 
2:   207-340 
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functional sites like binding motifs, hydrolases sites, metal 
binding, glycosylation sites, protein kinase phosphorylation 
sites, N-myristoylation sites and different disulphide bridges 
are likely to be validated by experimental work. This 
knowledge could be used in biochemical studies to test the 
hypotheses of possible ligand binding sites. On the other 
hand, these experimental findings can then in turn be used to 
refine our models for virtual screening of chemical databases 
and rational drug design purposes. Advances in the field of 
insilico study will contribute to understanding between 3-D 
structure and ligand specificity of antileishmanial compound 
and it facilitate the development of various analogous of the 
presently available drug molecule on the basis of different 
binding sites of catB protein of different Leishmania strains. 
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High-throughput studies of complex protein mixtures using proteomic workflows typically employ tandem mass spectrometric analysis of 
peptides obtained by tryptic digestion. Protein identification is achieved by comparing the experimentally obtained peptide MS/MS spectra to 
theoretical spectra. Protein identifications based on peptide fragment sequences are often judged valid using the so called ‘two-peptide’ rule 
whereby any protein identified by sequencing of fragment ions must be justified by the identification of two sequence unique peptides from 
the same protein. This excludes proteins identified on the basis of a single peptide ‘hit’ (often termed a one-hit wonder, or OHW). Applying 
the ‘two hit’ stringency may result in the loss of potentially valuable meta-data: information yielded or consolidated by valid OHW proteins 
may be overlooked. This study tests the hypothesis that certain groups of OHW proteins (and thus related biological events or pathways) are 
more likely to be identified by single peptide due to various physical or biochemical characteristics (molecular weight and isoelectric point). 
We have undertaken analysis on data from three independent quantitative iTRAQ based proteomic studies of a human colon cell line and 
human colon tissue to correlate the differences between OHW and “valid” protein sets for molecular weight, isoelectric point and for associat-
ed biological pathways. The results show that there is a possible trend of inverse correlation between the pI value of a protein and the number 
of peptide hits for identification.  Molecular weights range from 30-60 kDa. Pathway analysis using EBI-EMBL Reactome SkyPainter found 
that by excluding OHWs, several biological pathways were consistently not mapped, suggesting that exclusion of OHW potentially limits the 
understanding the biological processes potentially identified within the whole dataset. Future work should address strategies for evaluation of 
validity and reproducibility of these conclusions in other tissues. 

Keywords: iTRAQ Mass-spectroscopy; One-hit Wonders; Protein Identification; GeneBio Phenyx search engine; Reactome-SkyPainter Path-
way analysis. 

Abbreviations 

FDR false discovery rate; iTRAQ LC MS/MS Liquid-chromatography with tandem mass-spectroscopy using isobaric tag for 
relative and absolute quantitation; MCP Molecular & Cellular Proteomics; MW Molecular weight;  OHW One-peptide wonders; 
pI Isoelectric point; PSM Peptide-spectrum matching; SCFA Short-chain fatty acidsReferences.  

1. Introduction 

 The successful identification and relative quantification of 
the entire complement of proteins expressed by a whole cell 
or organism under certain conditions is a key goal of high 
throughput proteomics. The most common method of pro-
tein analysis is via the bottom-up approach, whereby enzy-
matically derived peptides (typically tryptic peptides) are 

analysed by mass spectrometry to determine their intact 
masses (MS) and the complement of ions from their dissoci-
ated fragments during gas phase fragmentation (MS/MS). 
Under these cases, detectable peptides (often called proteo-
tryptic peptide) sequences from MS/MS spectra are matched 
against curated protein databases to give either positive or 
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negative peptide identifications based on statistical and ex-
perimental supervised pattern matching criteria [1]. High 
throughput methods inevitably generate large datasets with 
spectra of varying quality. Peptide-identification tools and 
their underlying algorithms employ multivariate minimum 
score-threshold to segregate true/false results, with a 5% false 
discovery rate deemed as the upper limit by the Paris Guide-
lines (published in Molecular and Cellular Proteomics).  A 
seemingly arbitrary ‘two-peptide rule’, was also originally 
recommended by ‘MCP guidelines’ [2], and is often applied 
under the collective assumption that more peptide identifica-
tions lead to a higher confidence protein identification. 
Whilst the two-hit rule remains one of the most applied un-
supervised filters for high throughput proteomics techniques, 
there have been very few theoretical studies to support and 
describe the ‘two-hit rule’. Interestingly, even the ‘Molecular 
& Cellular Proteomics (MCP) guidelines’ state that: “The 
two-peptide rule was discussed in the context of studies 
where there was little or no analysis done at all.” [3,4].  The 
consequent flow-through from this filter implies that any 
protein identification that carries only single peptide evidence 
is viewed with a high level of uncertainty and is discarded 
from subsequent analysis [3,5]. 

In fact, protein identification that is supported by a single 
peptide with high confidence can theoretically be more valid 
than by two or more peptides with lower confidence. For 
example an analysis of human and Shewanella oneidensis 
datasets [4] showed that OHWs with a high peptide-
spectrum matching (PSM) score were better for protein iden-
tification purposes than ‘two-peptide proteins’ with low PSM 
scores, especially when taking other proteomic information 
into consideration such as protein length. With the develop-
ment of new technologies, the false positive rate (FPR) of 
protein identification is becoming lower.  Global proteomic 
studies typically show FPRs below 5% for peptide identifica-
tions and more accurate methods for distinguishing false 
identifications are continuingly being found.  These limita-
tions apply, at least part, to the analysis of data derived from 
multiplex iTRAQ tandem mass-spectrometry. Briefly, iTRAQ 
is a gel-free approach that allows the identification and quan-
tification of proteins across a diverse range of molecular 
weights (MW), pI values (isoelectric point), cellular locations 
and functional categories. Population of protein fragments 
(peptides) that are produced through bulk enzymatic diges-
tion (typically tryptic) of the proteome are covalently labeled 
with a isotopically modified piperazine tag at both the N-
terminus and amine side-chain amino acids [6]. As tags have 
been isotopically tampered to give isobaric masses, both non-
intrusive relative and absolute quantifications for multiple 
comparisons can be made during the gas-phase dissociation 
(MS/MS) stage when mass different reporter tags are released 
for detection [7]. Subsequent database searches to match MS 
spectra with known peptide and protein sequences are then 
mostly analogous to other techniques, relying on search-
engines and algorithms to filter identifications. As the analy-
sis of a complex proteome is limited by the dynamic range of 

the sample and the practicing instrumentation, often every 
dataset analysis produces a significant number of OHWs.  
Apart from the limitation of low abundance and size of pro-
tein [8], certain groups of proteins may be consistently ex-
cluded by virtue of their physical characteristics and their 
dependency to crude extraction protocols. Thus, in cases 
where OHWs are the only detectable peptides of an enzymat-
ic digest or are key regulators of a process, arbitrary removal 
of these potentially true positive identifications becomes 
particularly detrimental [4,9,10];  leading to a loss of poten-
tially valuable information on their related pathways and 
mechanisms. 

The outcome of an iTRAQ analysis is a list of differentially 
expressed proteins. A useful approach to aid interpretation of 
the resulting meta-information is metabolic pathway analysis. 
A pathway is defined as a set of interlinked, sequential bio-
chemical steps that drives a cellular biological process and 
there are a number of packages (both proprietary and open-
source) for bioinformatic analysis.  Reactome SkyPainter [11] 
bases its analysis on a hypergeometric, or Fisher’s exact test, a 
statistical significance test used when sample sizes are small 
which gives the probability of observing at least N genes from 
an event if the event is not overrepresented in the submitted 
list of genes. For further information see for example [12,13, 
14,15]. 

This study forms part of our ongoing research into how 
short-chain fatty acids (SCFAs) act as chemo-preventives in 
colorectal cancer [16].  Three large datasets generated from 
multi-plex iTRAQ MS/MS experiments on colon cancer cells 
treated with SCFAs or from tissue from an in vivo study [16]. 
SCFAs are histone-deacetylase inhibitors (HDACi) which 
promote a range of transcriptional and post-translational 
changes in cells [16].  By using high-throughput proteomic 
techniques, including iTRAQ MS/MS, coupled with pathways 
analysis, a more global view of the range of actions of SCFA 
might be developed.  The study also addresses the hypothesis 
that:  “By discarding all ‘OHW’, valid protein identifications 
are missed with the potential loss of entire metabolic path-
ways. This has implications in the overall understanding of 
biological processes.” 

In order to assess the validity of this hypothesis statistical 
and pathway analyses were carried on the three datasets gen-
erated from iTRAQ quantification. The relationship between 
pI, Mw and peptide coverage with respect to peptide hits was 
described to characterize and potentially correlate relation-
ship between ‘valid’ and OHW proteins. SkyPainter pathways 
analysis [17] was used to assess representation of pathways in 
the datasets, comparing ‘valid’ OHW depleted datasets with 
complete unfiltered (two-peptide rule) identifications. 

2. Material and methods 

2.1 Datasets and software 

The three datasets used in our study were generated by 8-
plex iTRAQ tandem mass spectrometry. Two datasets were 
based on HCT116 cell culture experiments, the third dataset 
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was derived from analysis of human colorectal biopsies [16]. 
The spectra were analysed using GeneBio’s ‘Phenyx’ search 
engine.  For peptide analysis and protein identification 
(http://www.genebio.com/products/phenyx) searches were 
undertaken against various publicly available datasets: 
NCBInr, UniProt and IPI.  The results of these searches are 
available in Supplementary data 1a-c for each dataset.  These 
contain details of all the proteins identified, including those 
by a single unique peptide, and related information on the 
number of validated unique peptide sequences on the pro-
tein, MS score, percent coverage, MW, pI value, etc.  Table 1 
gives a summary of the number of protein identifications and 
percentages of OHWs for each dataset.  GraphPad Prism 
(GraphPad Prism 5 Demo) was used to analyze the correla-
tion between MW and pI and the number of valid peptides 
for each protein identification and the means of each protein 
group. 

Microsoft Excel was used to construct surface plots for vis-
ualizing the relationship between all 3 parameters; MW, pI 
value, and valid peptide hits. 

Pathway analysis was carried out using EBI-EMBL Reac-
tome ‘SkyPainter’ (http://www.reactome.org/cgi-
bin/skypainter2).  This peer-reviewed and manually curated 
knowledgebase [14,17] includes biological pathway steps 
inferred to exist based on experimental data and provides an 
infrastructure for computation across the entire metabolic 
reaction network for multiple species, principally Homo 
sapiens.  Pathways in Reactome are described as a number of 
molecular events that transform input physical entities into 
output entities in catalyzed or regulated pathways by other 
entities. By imputing a range of protein identifiers, ‘SkyPaint-
er’ calculates which pathways are statistically over- or under-
represented in a set of identifications, using a hypergeometric 
testing. 

3. Results  

3.1 Correlation between molecular weight and number of valid 
peptides. 

We sought to establish whether or not there is a relation-
ship, as previously suggested, between number of representa-
tive peptides and molecular weight of the protein [4]. Fig 1 
shows the relationship between MW and the number of valid 
peptide peptides: Datasets 1 & 3 (Figs. 1a & 1c) show positive 
linear correlation, although this relationship is only signifi-
cant (p-value <0.0001) for dataset 1.  Dataset 2 (Fig. 1b) 

shows non-significant negative linear trend.  These data sug-
gest that proteins with higher Mw are identified by more 
peptides, however taking the three analyses together, caution 
should be exercised in this interpretation and analysis of 
further datasets is required to establish such a relationship. 
The scatter-plots do show that the spread of MW is wider for 
OHWs than for proteins identified by more peptide peptides, 
consistent with observations by other groups [8] that typically 
>60% of proteins are identified by only one or two peptides. 

Figure 1 panels d-f show the mean MW of proteins for the 
two groups: Dataset 1 (Fig. 1d) shows the mean MW of 
OHW’s is significantly smaller than for proteins identified by 
more peptides (p-values <0.0001). However, no significant 
difference was observed for datasets 2 & 3 (Figs. 1e & f, p-
values =0.2227 and 0.7612 respectively). 

3.2 Correlation between pI value and number of valid peptides. 

Next we sought to investigate whether there is a relation-
ship between pI and number of valid peptides. Figure 2a-c 
shows a consistent negative correlation between pI and the 
number of valid peptide peptides between the two groups for 
all 3 datasets.  This correlation was significant (p-value 
<0.0001 & 0.0081 for datasets 1 & 2 respectively) but not for 
dataset 3 (Figs. 2a, b & c) which had a p-value of 0.0603.  
Although a consistent trend was observed, similar analysis of 
further datasets will be required to substantiate the signifi-
cance of the correlation. The plots also show that proteins 
identified by fewer valid peptides show higher fluctuation of 
pI value, validating observations reported earlier [18]. 

3.3 Three-way interaction between Mw, pI and valid peptide 
number. 

As there were trends to relationships between both Mw and 
peptides and pI and peptide number, the three-way interac-
tion between these variables was explored using surface plots. 
These surface-plots allow the relationship between MW, pI 
value, and valid peptide hits to be visualized and qualitative 
interpretations to be drawn as well as provided data to sup-
port the interpretations. Figure 3a-c show surface plots of 
MW vs. pI by valid peptide hits.  These were constructed by 
first grouping the results by valid peptide hits (OHW; 2 hits; 3 
to 5 hits; etc.) and then calculating the mean MW for each 
group by pI band (pI 4 = ≥4.5 to <5.5; pI 5 = ≥5.5 to <6.5; 
etc.)  Of note are the twin peaks in MW that occur at a similar 
position for each dataset; i.e. at an approximate pI of 6, with  

Table 1.  The protein numbers for the three datasets of our study. The columns give the total number of protein identifications; the number 
identified by 1 or 2 valid peptides; the number identified by >2 valid peptides and the percentage of ‘1&2-hit’ proteins. 
 

Dataset 
n, total number of proteins 

identified by Phenyx 

Number of proteins identi-

fied by 1&2 peptides 

Number of proteins identi-

fied by >2 peptides 

Percent of proteins identi-

fied by 1&2 peptides 

Dataset 1 262 163 99 62.2% 

Dataset 2 599 419 180 69.9% 

Dataset 3 209 188 21 90.0% 
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a) DATASET 1   MW CORRELATION PLOT d) DATASET 1   MEANS OF MW 

 

 

b) DATASET 2   MW CORRELATION PLOT e) DATASET 2   MEANS OF MW 

 

 

c) DATASET 3   MW CORRELATION PLOT f) DATASET 3   MEANS OF MW 

 

 

 

Figure 1.  The relationship between the MW (Da) of a protein and the number of valid peptide hits in its identification. Figs. 1a-1c are correlation 
plots for the three datasets respectively.  With the exception of Dataset 1, there are no trends observed and no significant correlation.  The 
results are as follows: (a) Dataset 1, slope= 4044±690 (n=262), p-value<0.0001; (b) Dataset 2, slope= -557.7±479.4 (n=599), p-value=0.2449; (c) 
Dataset 3, slope = 2319±1822 (n=209), p-value=0.2046. Figs. 1d-1f compares the mean MW between the two protein groups: (i) proteins identi-
fied by 1or 2 peptide-hits; and (ii) proteins identified by >2 peptides.  Again no relationship is observed and only Dataset 1 shows a significant 
difference (by unpaired t-test).  The results are as follows: (d) Dataset 1, 1&2-hits (n=163) mean MW=31,140±2,429 Da; >2-hits (n=99) mean 
MW=56,830±6,305 Da, p<0.0001; (e) Dataset 2, 1&2-hits (n=419) mean MW=59,769 ±3,470 Da; >2-hits (n=180) mean MW=52,361±4,525 Da, 
p=0.2227; (f) Dataset 3, 1&2-hits (n=188) mean MW=35,620±2,167 Da; >2-hits (n=21) mean MW=35,640±4,512 Da, p=0.7612. 
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a) DATASET 1   pI CORRELATION PLOT d) DATASET 1   MEANS OF pI 

  

b) DATASET 2   pI CORRELATION PLOT e) DATASET 2   MEANS OF pI 

  

c) DATASET 3   pI CORRELATION PLOT f) DATASET 3   MEANS OF pI 

  

 

Figure 2.  The relationship between the isoelectric point (pI) of a protein and the number of valid peptide hits in its identification. Figs. 2a-c are 
correlation plots for the three datasets respectively.  Negative correlation is observed in all 3 datasets, although only Dataset 1 shows this to be 
significant.  This suggests that peptides with high or low pI values are more likely to be represented by OHWs and so this group of proteins will 
potentially be excluded from any results.  The results are as follows: (a) Dataset 1, slope= -0.1708±0.0411 (n=262), p-value<0.0001; (b) Dataset 
2, slope= -0.5583±0.02101 (n=599), p-value=0.0081; (c) Dataset 3, slope = -0.2035±0.1078 (n=209), p-value=0.0603. Figs. 2d-f compare the 
mean pI values between the two protein groups: (i) proteins identified by 1or 2 peptide-hits; and (ii) proteins identified by >2 peptides.  These 
results are inconsistent, only Dataset 1 shows a significant difference (by unpaired t-test) and there is no trend across the three datasets.  The 
results are as follows: (d) Dataset 1, 1&2-hits (n=163) mean pI=7.803±0.1755 Da; >2-hits (n=99) mean pI=6.587±0.1758 Da, p<0.0001; (e) 
Dataset 2, 1&2-hits (n=419) mean pI=7.255±0.06110 Da; >2-hits (n=180) mean pI=7.584±0.1040 Da, p=0.0037; (f) Dataset 3, 1&2-hits (n=188) 
mean pI=7.248±0.1264 Da; >2-hits (n=21) mean pI=6.568±0.3215 Da, p=0.0854. 
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the first peak at 3 to 5 peptides and the second coinciding 
with the maximum peptide hits for each dataset (11-15 hits; 
>15 hits; 6-10 hits for datasets 1, 2 and 3 respectively).  

3.4 Pathway Analysis.  

EBI-EMBL’s Reactome SkyPainter application [13] was 
used to compare events and pathways between the “OHW 
group” and “valid group” of proteins for each of the three 
datasets, where the “OHW group” includes proteins identi-
fied by 1 or 2 peptide hits and the “valid group” only contains 
proteins identified by more than 2 valid peptide hits.  Each 
identified protein in the MS experiments was assigned to a 
reaction event and biochemical or metabolic pathway in the 
Reactome SkyPainter knowledgebase, (which contains a 
computationally-accessible human pathway network that has 
been manually curated as described in “Materials and Meth-
ods”). For user-submitted lists of protein identifiers, as car-
ried out for the three datasets of this study, pathway over-
representation analysis was performed and the results re-
turned in the form of pathway trees colour-coded by proba-
bility.  As such the relationships between our proteins and 
other complexes, reactions and pathways can be visualized. 
Data mining allows the pathway-trees to be expanded and the 
contributing reactions and events to be viewed.  Hyperlinks 
allow the supporting literature to be accessed. 

Full details of the SkyPainter analyses including event and 
pathway results for each dataset are provided in Supplemen-
tary information 2a-c. Supplementary-3 gives a summary of 
the event data with rows highlighted in red for results involv-
ing 2 or more of the datasets.  Table 2 gives a list of events 
that were exclusively identified by the 1-2 peptide group for 
at least two of the datasets.  Table 2 also gives the un-adjusted 
probability of seeing N or more genes in these events by 
chance (where a low probability indicates that the genes are 
statistically overrepresented in the pathway [15]).  In total 7 
events were identified that would have been lost in two or 
more of the datasets if the 1-2 peptide groups are discarded, 
with apoptosis being the only event consistently lost by all 
three datasets, as detailed in Table 2. Complete pathway-
trees, including child-branches are given in Supplementary 
information 4a-c.  The root-pathways are shown in Figure 4 
and summarized in Table 3 as follows: (Table 3a) Pathway 
Trees unique to the group of proteins identified by only 1 or 2 
peptides; (Table 3b) Pathway Trees unique to the group of 
proteins identified by more than 2 peptides; (Table 3c) Path-
way Trees common to proteins in both groups. 

A familiarization and working knowledge of the Reactome 
SkyPainter tool is important when interpreting results.  For 
example, identification of an individual event that would be 
lost if OHW are discarded does not necessarily mean the 
pathway will also be lost because a pathway can be composed 
from many related events.  We identified apoptosis as being a 
consistently lost event for all three datasets, but only a lost 
pathway for datasets 2 and 3 (see Table 3). Further investiga-
tion of the pathway-tree for dataset 1 (see Supplementary 
information 4a) shows this to be by virtue of related proteins  

a) Dataset 1 

 

b) Dataset 2 

 

c) Dataset 3 

 
Figure 3.  Surface plots of MW vs. pI by valid peptide hits for each of 
the 3 datasests. The results have been grouped by valid peptide hits, 
then by pI band and the mean MW for each group was calculated 
before the plots were constructed. The plots not only provide quan-
titative data but also provide a method of visualizing the relation-
ships between these three parameters allowing qualitative 
interpretations and assessments to be made, for example the similar-
ity between the position of the peaks in the plots for all 3 datasets 
and the observation that proteins in the OHW and 2-hit groups are 
only represented by low MW proteins. 
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Table 2.  Events that were unique to proteins identified by only 1 or 2 valid peptides in two or more of the datasets. These are events that would 
potentially be overlooked in any interpretation of the results if the ‘two-hit rule is applied and all OHWs are excluded (full event lists can be 
found in the supplementary information). 

Events unique to the group of proteins identified by only 1 

or 2 peptide hits 

Un-adjusted probability of seeing N or more genes in the event by 

chance 

Dataset 1 Dataset 2 Dataset 3 Count 

Apoptosis 0.00924 0.01356 0.02875 3 

Cytosolic tRNA aminoacylation 0.04163 2.07E-05 - 2 

Formation and Maturation of mRNA Transcript 0.00153 0.00060 - 2 

mRNA Processing 0.00044 0.00015 - 2 

Processing of Capped Intron-Containing Pre-mRNA 0.00016 0.00028 - 2 

Processing of Capped Transcripts 0.00019 5.48E-05 - 2 

Release of platelet cytosolic components 0.01105 - 0.00469 2 

     
 

involved in the apoptotic execution phase (including Plectin; 
Importin subunit beta-1; and Lamin-A/C).  Similarly, mRNA 
processing was identified as a lost event in OHWs in datasets 
1 and 2 (see Table 2) but again was an identified pathway for 
dataset 1 (see Table 3) with further investigation revealing 
other related proteins and reactions including mRNA splic-
ing (Supplementary information 4a). 

4. Discussion  

The ratio of MW to charge (m/z) is a key measurement 
metric in most MS protein identification and quantification.  
We had adopted the assumption, as proposed by others [7], 
that the number of trypsin cleavage sites increases with in-
creased protein size, therefore the number of potentially 
detectable peptides should also increase accordingly.  Howev-
er our results (Fig. 1) showed an inconsistent correlation 
between MW and number of valid peptides and no signifi-
cance and no consistency in the direction of difference be-
tween the mean MW of proteins identified by 1or 2 peptides 
or by more than 2 peptides. The lack of a strong and con-
sistent correlation is surprising based on assumptions on 
purely stochastic grounds. 

Using the second parameter, isoelectric point (pI), of the 
classes of proteins identified, we showed (Fig. 2) that alt-
hough there was a trend, suggesting that proteins with high 
pI values produce fewer peptide fragments for identification, 
the results were only achieved significance for the first two 
datasets (Fig. 2a & b).  The pI values of proteins identified in 
all three datasets are all between 4 and 14, with the exception 
of one protein having a pI<4. The results were unsurprising: a 
previous study [18] suggested that proteins with pI<4 have 
fewer arginine or lysine residues available for digestion by 
trypsin, thereby reducing the number of compatible peptides 
(for ion source protonation) available for positive ion mode 
(+ve MS) MS detection. Their study showed significant corre-
lation in more than 95% of the proteins, with positive correla-
tion for acidic proteins and inverse correlation for basic 

proteins. These data suggest the high fluctuations of pI values 
are therefore a consequence of protein length and amino acid 
composition, leading to broader and more sporadic pI shifts 
in shorter proteins.  

Other studies [19] have also reported a higher proportion 
of negatively charged residues in peptides identified by MS 
with high confidence, with on average 16.8% of the residues 
in the high-scoring peptides being negatively charged, sug-
gesting that the presence of acidic residues in a peptide may 
lead to more comprehensive and intense fragmentation of 
ions. EBI-EMBL Reactome SkyPainter was used for pathway 
and reaction event analysis (see Figure 4, Tables 2 & 3, and 
full details in the Supplementary information).  A hypergeo-
metric test is used to show events that are statistically 
overrepresented in the pathways.  We had initially hypothe-
sized that some pathways may be consistently lost if all 
OHWs are discarded. A pathway analysis of all three datasets 
has provided some evidence to support this and most im-
portantly, a number of events were found to be uniquely 
identified by only one or two peptides in two or more of our 
datasets (see Table 2).  While we have shown that one is able 
to validate and correlate extraneous layers of information 
given by traditionally discarded OHW proteins, we also rec-
ommend caution on the steps necessary to interpret these and 
other OHW data; for example, loss of event information does 
not necessarily mean loss of pathway information depending 
on which other proteins, events and reactions are involved, as 
discovered in our analysis of dataset 1 for the apoptosis and 
mRNA processing events, as discussed in detail earlier.  We 
demonstrate that there are tangible benefits to compare and 
correlate OHW data, in turn minimizing overlooked path-
ways, and impairing the overall understanding of the biologi-
cal process. 

5. Concluding remarks 

In this report, we have investigated the possibility of a rela-
tionship between MW and pI value of peptides and proteins 
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Figure 4.  Root-level pathway trees for the three datasets. This shows the main pathways represented by the two protein groups: [(i) proteins 
identified by 1or2 peptide-hits; and (ii) proteins identified by >2 peptides].  (The complete pathway trees are given in the Supplementary 
information).  Of note is how these pathways compare to the events shown in Table 2 indicating that caution needs to be taken when 
interpreting pathway and event data at face-value, as events not represented appear in the pathway tree by virtue of related events, e.g. the 
apoptosis event and the apoptotic execution phase which is a branch of the apoptosis pathway for the group >2-peptide hits in Dataset 1. 

Table 3. Summary of the top-level pathways for the three datasets. 

a) Pathways unique to proteins identified by 1 or 2 valid peptides 

DATASET 1 DATASET 2 DATASET 3 

Signalling by NGF 
Muscle contraction 

Apoptosis 
Cell Cycle Checkpoint 
DNA Replication 
mRNA Processing 
Post-Elongation Processing of the Transcript 
Regulation of activated PAK-2p34 by pro-
teasome mediated degradation 
Signalling by Wnt 
Transcription 

Apoptosis 
Axon guidance 
Hemostasis 
Metabolism of proteins 
Pyruvate metabolism and Citric Acid (TCA) 
cycle 

 

b) Pathway Trees unique to the group of proteins identified by more than 2 peptides 

DATASET 1 DATASET 2 DATASET 3 

Axon guidance Diabetes Pathway  

Chromosome Maintenance Hemostasis  

Metabolism of proteins Integration of energy metabolism  

Pyruvate metabolism and Citric Acid (TCA) Interactions of the immunoglobulin super-  
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cycle family (IgSF) member proteins 

 Metabolism of vitamins and cofactors  
 

c) Pathway Trees common to proteins in both groups 

DATASET 1 DATASET 2 DATASET 3 

3'-UTR mediated translational regulation 3'-UTR mediated translational regulation Metabolism of carbohydrates 

Apoptosis Cell Cycle, Mitotic   

Diabetes Pathway Gene Expression   

Gene Expression Influenza Infection   

Hemostasis Metabolism of proteins   

Influenza Infection Regulation of beta-cell development   

Metabolism of carbohydrates Signal Recognition (Preprotactin)   

mRNA Processing    

Regulation of beta-cell development    
Respiratory electron transport, ATP synthe-
sis by chemioscopic coupling and heat 
production by uncoupling proteins    
Signal Recognition (Preprotactin) 

    
 

identified in iTRAQ experiments with the number of valid 
peptides to determine if any protein groups are consistently 
lost to any analyses, when OHWs are discarded.  Although no 
relationship between MW was established, there was a trend 
towards negative correlation between pI value and number of 
peptide identification. 

Pathway analyses highlighted several events that were only 
attributed to proteins identified by only one (OHW) or two 
peptides in two or more of our datasets. 

While we acknowledge that the confirmation of our obser-
vations requires further analysis using orthogonal validation, 
for example by western blot analysis, we advocate the im-
portance of the ‘lost’ information for a global interpretation 
of the data and therefore suggest that a more open approach 
should be taken when analyzing MS data since all candidate 
proteins/pathways will require verification. With the contin-
ued development of new technologies, software algorithms 
and bioinformatics tools, we believe the validation of OHW 
should become much more feasible [20, 21, 22]. 

6. Supplementary material 

Supplementary data and information is available at:    
http://www.jiomics.com/index.php/jio/rt/suppFiles/53/0 

Supplementary 1a to c:  Phenyx Protein Information for 
Datasets 1 to 3 respectively. Supplementary 2a to 2c: EBI-
EMBL Reactome SkyPainter event and pathway results for 
Datasets 1 to 3 respectively. Supplementary 3:  Summary of 
SkyPainter Events for the 3 Datasets. Supplementary 4a to c:  
Complete Pathway trees from SkyPainter for Datasets 1 to 3 
respectively. 
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In order to maximize coverage in proteome studies, a successful approach is the fractionation of cellular compartments. For providing evi-
dence for the most reliable and efficient separation technique, we compared four different procedures for subcellular fractionation of Jurkat 
cells. The analysis of fractions by LTQ-Orbitrap yielded between 559 and 1195 unambiguously identified unique proteins. The assumed correct 
localization of the proteins was defined using Scaffold3 according to GO annotations, with the highest reliability (~80%) for the cytoplasmic 
fraction and the lowest (~20%) for the cytoskeletal fraction. This comparison revealed evidence for the efficiency of separating subcellular 
fractions and will thereby facilitate the decision on which procedure might be the best match to a specific research question and contribute to 
the emerging field of compartment proteomics. 

Keywords: Subcellular compartments; Cellular fractionation; Protein localization; Mass spectrometry. 

1. Introduction 

In proteomics it is desired to obtain the largest possible 
coverage of the proteome of interest and especially to detect 
proteins of mediate or even minor abundance, too [1]. Beside 
the development of more and more sensitive mass spec-
trometers the most frequently applied approach for increased 
proteome coverage lies in the fractionation of the sample 
prior to analysis. This can be performed on the levels of sub-
cellular compartments [2-4], proteins or peptides [5, 6] or a 
combination of different approaches [7]. The biologically 
most meaningful way is to separate subcellular compartments 
in order to preserve the linkage of proteins with the com-
partment in which they exert their activity. In many cases the 
biological relevance of a protein is closely linked to specific 
compartments and thereby it’s influence on the whole pheno-
type of a cell.  

Hence a great variety of methods for separating the subcel-
lular compartments and subsequent proteome analysis have 
been developed (for review see [8]). Beside the coverage of 
the proteome, in praxis the hands-on time plays an important 
role for deciding in favor of a specific technique. Other crite-
ria are reproducibility and in a few cases also high throughput 

capacity.  
A well-established technique for separation of organelles is 

solely based on two different types of centrifugation, density 
velocity and density gradient centrifugation making use of 
differences in sedimentation coefficients and densities. With 
endpoint centrifugation, the membrane fraction of a broken 
cell can be obtained, regardless of the origin of the membrane 
[8]. Pellets resulting from a centrifugation scheme will stem 
mainly from the cytoplasmic membrane and only to lower 
percentages from organelles. A further sub-fraction that can 
be highly enriched by centrifugation contains the  nuclei [9]. 
Due to their similarity in size but differences in density the 
remaining organelles like mitochondria, microsomes and 
lysosomes are often separated by density gradient centrifuga-
tion [10-12]. The centrifugation steps can be performed in 
buffers preserving protein structure and that are compatible 
with proteomic techniques like 2D-gel electrophoresis or LC-
MS shotgun proteomics [8]. In summary, centrifugation 
schemes can be seen as recommended for enrichment of nu-
clei and membranes or for specific organelles like mitochon-
dria, lysosomes and microsomes. Unfortunately, due to the 

 
 

JOURNAL OF INTEGRATED OMICS 

A METHODOLOGICAL JOURNAL 

HTTP://WWW.JIOMICS.COM  

 

ABSTRACT 

 

Journal of Integrated Omics 

*Corresponding author:  Dr. Janina Tomm, UFZ Helmholtz Centre for Environmental Research, Department of Proteomics, Permoser Str. 15, 04318 Leipzig, 
Germany. Fax: +49-341-2351787. Email Address: Janina.Tomm@ufz.de. 

| DOI: 10.5584/jiomics.v1i1.52



Maxie Rockstroh et al., 2010 | Journal of Integrated Omics 

135-143: 136 

nature of centrifugation, it is also time consuming and pre-
vents high throughput. 

In a more chemical orientated approach one can use a se-
quence of detergents with increasing solubilisation efficiency. 
Thereby a detergent like digitonin will be used to extract cy-
toplasmic proteins from a cell extract. The subsequent cen-
trifugation will yield a highly enriched fraction of cytoplasmic 
proteins in the supernatant, whereas proteins from the pellet 
will be extracted by a stronger detergent like Triton X-100 
[13]. There is a great variety in the sequence and choice of 
detergents described in other studies [14, 15]. Regrettably, 
this approach suffers from the wide variety of proteins and 
their interactions in turn leading to a modest specificity of 
extraction steps for subcellular compartments. Nevertheless, 
there are also some biologically highly relevant subcellular 
compartments like the proteome of the lipid rafts that can be 
extracted with high specificity [16]. 

In order to obtain high specificity and reproducibility while 
being cost- and time efficient, various combinations of physi-
cal and chemical methods using centrifugation and deter-
gents have been developed. In addition, many protocols have 
been designed that lack ultracentrifugation and can be per-
formed in volumes that are suitable for most widely distribut-
ed bench-top centrifuges, thereby increasing the high 
throughput capacity significantly. 

Here we focused on the comparison of four different meth-
ods ranging from a rather simple separation into a soluble, 
mostly cytoplasmic fraction and an insoluble, mainly mem-
branous fraction up to separation schemes leading to more 
than five different fractions. For three separations commer-
cially available kits from Fermentas (ProteoJet Membrane 
extraction kit), Qiagen (Qproteome Cell Compartment Kit 
[17]) and Pierce (Subcellular Protein Fractionation Kit) were 
used. A fourth procedure was adapted from literature [18]. 
Hence we provide evidence for the decision on the most suit-
able separation for different purposes. It is noteworthy that 
the results might be cell line or tissue specific, so this has to 
be tested for the sample of choice. Here we focused on Jurkat 
cells, which serve as a cellular model for T helper-cells. They 
mimic important changes that also occur in native T-helper 
cells once they become stimulated. These processes lead to 
differential protein expression which has consequences in the 
cytoplasm, the nucleus and also in the membrane compart-
ment.  

With the development of shotgun mass spectrometry and 
data bases with predictions and reports on the subcellular 
distribution of proteins, a fast and reliable tool became avail-
able for testing the efficiency of the separation procedures. 
Again, in order to achieve optimal coverage and high repro-
ducibility, a subfractionation was applied. The obtained frac-
tions were applied to a SDS-gel and after a short run each 
lane was cut into three parts which were subjected to in-gel 
digestion. Measurement of the peptides by modern mass 
spectrometry revealed up to 670 proteins per fraction. For 
validating the results of subcellular fractionation approaches 
the number of several hundreds of proteins can be assumed 

to be sufficient to obtain a representative data set and for 
judging the success of the cellular fractionation.  

In this study we provide evidence for the question which 
separation technique is the most favorable for a specific re-
search question and approach. In addition to the achieved 
proteome coverage of subcellular compartments there are 
further requirements that need to be taken into account. For 
a specific research topic it might be helpful to use a combina-
tion of methods. The comparisons conducted here will help 
to facilitate proteomic research of subcellular compartments 
and organelles. 

2. Material and methods 

2.1 Cell culture 

Jurkat T cells (clone E6-1, TIB-152, LGC Promochem, 
Wesel, Germany) were routinely maintained in RPMI-1640 
medium (Biochrom AG., Berlin, Germany) containing 10% 
fetal bovine serum (Biochrom AG., Berlin, Germany), 1% L-
Glutamine (Biochrom AG., Berlin, Germany), 1% streptomy-
cin (100 mg/ml) / penicillin (100 U/ml) (PAA, Pasching, 
Austria) at an atmosphere of 5% CO2, 95% humidity at 37 °C 
in a CO2 incubator (MCO-18AIC, Sanyo Electric Co Ltd, 
Gunma-ken, Japan). Jurkat cells were cultured at 1 x 106 cells 
per ml medium. Cell viability and cell numbers were record-
ed by trypan blue exclusion. 

2.2 Cell lysis and fractionation 

All steps of the different fractionation methods were per-
formed on ice using pre-chilled solutions unless noted other-
wise. Centrifugation and incubation were carried out at 4 °C. 
If the composition of a buffer is not given, no further infor-
mation was provided by the supplier. All fractions obtained 
were stored at -20 °C until further use. The fractionations 
were performed at least three times per method and the pro-
tein estimations were carried out in triplicates. 

Method 1 (see also Fig. 1): Buffer 2 and 3 were supplemented 
with protease inhibitor solution (Roche, Mannheim, Germa-
ny) before use. Jurkat cells (5 x 106) were pelleted for 5 min at 
250 x g and washed twice with 3 ml and 1.5 ml buffer 1, re-
spectively. The cell pellet was resuspended in 1.5 ml buffer 2 
by vortexing. The suspension was incubated for 10 min while 
continuously rocking. After 15 min centrifugation at 
16,000 x g the supernatant 1 contained the cytosolic proteins. 
The pellet 1 was solved in 1 ml buffer 3 and the mixture was 
incubated for 30 min shaking at 1400 rpm in a thermomixer 
(Eppendorf, Hamburg, Germany). The suspension was cen-
trifuged for 15 min at 16,000 x g. The supernatant 2 con-
tained the membrane proteins, the cell debris containing 
pellet 2 was discarded. The protein determination for both 
fractions was carried out using the Bradford Quick Start Pro-
tein Assay according to the recommendations of the supplier 
(Bio-Rad Laboratories GmbH, München, Germany). 

Method 2 (see also Fig. 1): All buffers were supplemented  



   JIOMICS | VOL 1 | ISSUE 1 | FEBRUARY 2011 

  135-143: 137 

with 1x protease inhibitor solution and 1 mM DTT directly 
before use. Jurkat cells (2 x 107) were washed twice with PBS 
and pelleted for 5 min at 300 x g. The cell pellet was resus-
pended in 1 ml buffer 1 (250 mM sucrose, 50 mM Tris-HCl, 
5 mM MgCl2) and cell lysis was performed by sonication on 
ice (3 times 10 s bursts with intensity ~40% and 30 s breaks). 
The suspension was centrifuged at 800 x g for 15 min and the 
pellet 1 was saved to isolate nuclei. The supernatant 1 was 
centrifuged again at 1,000 x g for 15 min. The obtained su-
pernatant 2 was saved to isolate the cytosolic proteins, where-
as pellet 2 was discarded. 

The pellet 1 saved for isolation of the nuclei was dissolved 
in 1 ml buffer 1 and centrifuged at 1,000 x g for 15 min. The 
obtained supernatant 3 was added to the supernatant 2 for 
isolating cytosolic proteins and stored on ice until later. The 
pellet 3 was resuspended in 1ml buffer 2a (1 M sucrose, 
50 mM Tris-HCl, 5 mM MgCl2) and layered onto a 3 ml 
cushion of buffer 2b (2 M sucrose, 50 mM Tris-HCl, 5 mM 
MgCl2). Afterwards centrifugation at 2,100 x g for 1 h was 
carried out. The pellet 4 was taken up in 500 µl buffer 4 (20 
mM HEPES (pH 7.9), 1.5 mM MgCl2, 0.5 M NaCl, 0.2 mM 
EDTA, 20% glycerol, 1% Triton X-100) and incubated 1 h 

 

Figure 1. Schematic workflow. All centrifugation and incubation steps of the four different fractionation methods are shown (rpm is given for 
incubation in a thermomixer, x g for centrifugation). 
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shaking at 1400 rpm and 4 °C in a thermomixer. Afterwards 
the suspension was sonicated again on ice (3 times 10 s bursts 
with intensity of ~40% and 30 s breaks) and centrifuged at 
9,000 x g for 30 min. The supernatant 5 contained the nuclear 
proteins.  

The pooled supernatants 2 and 3 were centrifuged for 1 h at 
100,000 x g in an ultracentrifuge. The supernatant 6 con-
tained the cytosolic proteins. The pellet 6 was solved in 0.5 ml 
buffer 3 (20 mM Tris-HCl, 0.4 M NaCl, 15% glycerol, 1.5% 
Triton X-100), incubated 1 h shaking at 1400 rpm and 4 °C 
and centrifuged at 9,000 x g for 30 min. The supernatant 7 
contained the membrane proteins. The Lowry-DC-Protein 
Assay (Bio-Rad Laboratories GmbH) was used to determine 
the protein content of all fractions obtained with method 2. 

 
Method 3 (see also Fig. 1): All buffers were supplemented 
with protease inhibitor solution before use. Jurkat cells 
(5 x 106) in a 1.5 ml reaction tube were pelleted for 5 min at 
380 x g and washed twice with 1 ml PBS. The cell pellet was 
mixed with 1 ml buffer 1 and incubated for 10 min on an 
end-over-end shaker. The lysate was centrifuged at 1,000 x g 
for 10 min. The supernatant 1 contained the cytosolic pro-
teins. The pellet 1 was resuspended in 1 ml buffer 2 and incu-
bated for 30 min on an end-over-end shaker and centrifuged 
at 6,000 x g for 10 min. The newly gained supernatant 2 con-
tained primarily membrane proteins. The pellet 2 was mixed 
with 20 μl distilled water containing 35% benzonase by gently 
flicking the bottom of the tube. After 15 min incubation at 
room temperature 0.5 ml buffer 3 was added and the suspen-
sion incubated for 10 min on an end-over-end shaker. The 
insoluble material was pelleted by centrifugation at 6,800 x g 
for 10 min. The supernatant 3 contained the nuclear proteins. 
The pellet 3 contained primarily cytoskeletal proteins and 
was resuspended in 250 μl room temperatured buffer 4. The 
protein content of all fractions was determined using the 
BCA Protein Assay Macro Kit (SERVA Electrophoresis 
GmbH, Heidelberg, Germany). 

 
Method 4 (see also Fig. 1): All buffers were supplemented 
with protease inhibitor solution before use. Jurkat cells 
(1 x 107) were washed with PBS and pelleted for 3 min at 
500 x g in 1.5 ml reaction tubes. The cell pellet was solved in 
1 ml buffer 1 and incubated for 10 min on an end-over-end 
shaker. The lysate was centrifuged at 500 x g for 5 min. The 
supernatant 1 contained the cytosolic proteins. The pellet 1 
was mixed with 1 ml buffer 2, vortexed and incubated for 
10 min on an end-over-end shaker. After centrifugation at 
3,000 x g for 5 min, the obtained supernatant 2 contained 
primarily membrane proteins. The pellet 2 was dissolved in 
0.5 ml buffer 3, vortexed and incubated for 30 min on an end-
over-end shaker. Following centrifugation at 5,000 x g for 
5 min the supernatant 3 contained soluble nuclear proteins. 
Buffer 4 was used at room temperature and prepared by add-
ing 25 μl of 100 mM CaCl2 and 15 μl of micrococcal nuclease 
to 0.5 ml buffer 3. 0.5 ml buffer 4 was added to the cell pel-
let 3, vortexed and incubated for 15 min at room tempera-

ture. The mixture was vortexed 15 s and centrifuged at 
16,000 x g for 5 min. The supernatant 4 contained chromatin-
bound nuclear proteins. The pellet 4 was resuspended with 
0.5 ml buffer 5, vortexed and incubated for 10 min at room 
temperature. After centrifugation at 16,000 x g for 5 min the 
supernatant 5 contained the cytoskeletal proteins. The pro-
tein content of all fractions was determined using the BCA 
Protein Assay Macro Kit following the manufacturer’s in-
structions (SERVA Electrophoresis GmbH, Heidelberg, Ger-
many). 

2.3 1D-gel electrophoresis 

20 µg protein of each fraction were precipitated 15 min at -
20 °C by addition of a 5-fold volume of ice cold acetone. The 
precipitates were centrifuged at 16,000 x g and 4 °C for 
10 min and the supernatant was discarded. The dried pellets 
were dissolved in SDS-sample-buffer (62.5 mM Tris-HCl (pH 
6,8), 10% glycerol, 2% SDS, 5% mercaptoethanol, 0.05% bro-
mophenol blue) and separated by SDS-PAGE on a 4% stack-
ing gel and 12% separation gel run according to standard 
laboratory procedures. For visual control of successful sepa-
ration the gels were stained with Coomassie Brilliant Blue 
G250 after electrophoresis. For protein analysis and MS iden-
tification the proteins were allowed to enter only for about 2-
3 cm into the gel and cut into 3 gel slices per sample after 
short staining with Coomassie solution. 

2.4 Trypsin digestion and analysis by LC-MS/MS 

The gel slices were destained with 50% methanol contain-
ing 5% acetic acid. After reduction with 10 mM DTT, pro-
teins were alkylated with 100 mM iodoacetamide and then 
digested overnight at 37 °C using sequencing grade trypsin 
(Roche Applied Science, Mannheim, Germany). All mem-
brane fraction containing gel slices were digested in a trypsin 
solution containing 30% methanol (except method 4). The 
resulting peptides were extracted two times from the gel with 
5% formic acid and 50% acetonitrile. The combined extracts 
were evaporated, the residual peptides were dissolved in 0.1% 
FA and the solution was desalted by using C18-StageTips 
(ZipTipC18, Millipore Corporation, Billerica, MA, USA). 

A nano-HPLC system (nanoAquity, Waters, Milford, MA, 
USA) coupled to a an LTQ Orbitrap XL mass spectrometer 
(Thermo Fisher Scientific, San Jose, CA, USA) via a nano 
electrospray ion source (TriVersa NanoMate, Advion, Ithaca, 
NY, USA) was used for LC/MS/MS analysis. Chromatog-
raphy was performed with 0.1% formic acid in solvents A 
(100% water) and B (100% acetonitrile). Samples were inject-
ed on a trapping column (nanoAquity UPLC column, C18, 
180 µm×20 mm, 5 µm, Waters) and washed with 2% acetoni-
trile containing 0.1% formic acid and a flow rate of 15 µl/min 
for 8 min. Peptides were separated on a C18 UPLC column 
(nanoAcquity UPLC column, C18, 75 µm×100 mm, 1.7 µm, 
Waters). Peptide elution was conducted using a gradient 
from 2 - 70% solvent B (0 min - 2%; 5 min - 6%; 45 min -
 20%; 70 min - 30%; 75 min - 40%; 80 min - 70%) with a flow 
rate of 300 nl/min. 
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Full scan MS spectra (from 400-1500 m/z, R = 60000) were 
acquired in positive ion mode in the LTQ-Orbitrap.  

Peptide ions exceeding an intensity of 3000 were chosen for 
collision induced dissociation within the linear ion trap (iso-
lation width 4 m/z, normalized collision energy35, activation 
time 30 ms, activation q = 0.25). For MS/MS acquisition, a 
dynamic precursor exclusion of 2 min was applied. 

2.5 Data analysis of the mass spectrometric results 

MS/MS samples were analyzed by Proteome Discoverer 
(version 1.0; Thermo Fisher Scientific, San Jose, CA, USA) 
using the MASCOT search algorithm (version 2.2.06; Matrix 
Science, London, UK) [19]. Mascot was set up to search a 
reverse concatenated database of all human proteins annotat-
ed in the SwissProt database (version 10/07/2010) assuming 
the digestion enzyme trypsin. Mascot was searched with a 
fragment ion mass tolerance of 0.5 Da and a parent ion toler-
ance of 5 ppm. Carbamidomethylation of cysteine was speci-
fied as a fixed modification. Oxidation of methionine and 
acetylation of the protein n-terminus were specified as varia-
ble modifications. 

Scaffold 3 (version Scaffold 3_00_03, Proteome Software 
Inc., Portland, OR, USA) was used to validate MS/MS based 
peptide and protein identifications. Peptide identifications 
were accepted if they exceeded specific database search en-
gine thresholds. Mascot identifications required at least ion 
minus identity scores of greater than -5 and ion scores of 
greater than 15. Protein identifications were accepted if they 
contained at least 2 identified peptides. Proteins that con-
tained similar peptides and could not be differentiated based 
on MS/MS analysis alone were grouped to satisfy the princi-
ples of parsimony. False discovery rate of proteins was de-
termined to be lower than 0.2% for all samples. Gene 
ontology annotations were obtained from the EBI GO data-
base (www.ebi.ac.uk/GOA/, version 10/08/2010). 

3. Results and Discussion 

3.1 Fractionation of Jurkat cells 

The workflow of the four different methods used to frac-
tionate Jurkat cells into several cellular compartments is 
shown schematically in Fig. 1. In method 1, 3 and 4 commer-
cially available kits were used, whereas method 2 uses an 
adapted protocol from Nature Protocols [18]. All methods 
rely on cell lysis through sequential addition of different buff-
ers to the cell pellets followed by incubation and centrifuga-
tion at different speeds. In method 2 sonication is 
additionally used to lyse the cells. From method 1 only two 
different fractions, cytosol and membrane, were obtained. In 
addition to the three fractions prepared with method 2 – 
cytosol, membrane and nucleus, a fourth cytoskeletal fraction 
can be separated with method 3. With method 4 even five 
different subcellular fractions can be isolated: cytosol, mem-
brane, cytoskeleton, with the nuclear fraction further split 
into soluble and chromatin-bound nuclear fraction. Meth-
od 1 is least time consuming, with about 1.5 hours needed for 
the fractionation. In approximately 2 hours a fractionation 
with method 3 or 4 is completed. With at least 3.5 hours of 
work method 2 is the longest protocol of all four. In addition, 
method 2 is the most complicated protocol because there are 
two lines of work steps which have to be performed in paral-
lel while all other methods require only one straight work-
flow. Moreover, an ultracentrifuge with acceleration up to 
100,000 x g is needed for method 2, while a normal table-top 
centrifuge with up to 16,000 x g is sufficient for all other 
methods used. Nevertheless, all buffers for method 2 can be 
prepared in the lab and no expensive kit is needed and the 
largest number of protein identifications was obtained. 

The total amount of obtained protein differed for the vari-
ous methods (Tab. 1) from 0.78 mg to 3 mg per 1 x 107 cells, 
ranging between 0.5 and 1.57 mg for the cytoplasmic fraction 
and 0.08 to 0.92 mg for the nuclear fraction. This shows that 

 

Figure 2. 1D-gels showing the different subcellular fractions. For initial evaluation of the fractions obtained by the four different methods, 20 
µg of each protein fraction were separated in a 12% SDS-Gel and stained with colloidal Coomassie. The marker is located on the left hand side 
of each gel (nucleus-chrom. = chromatin-bound nuclear fraction). 
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there is a rather wide variance in efficiency of the protein 
isolation. This should also to be taken into account when  
choosing the fractionation method combinable with the pro-
tein detection method used afterwards. 

3.2 1D-gel electrophoresis 

A first overview of the successful protein separation by the 
different fractionation methods was obtained by SDS-PAGE. 
All fractions gained using one method show clearly different 
band patterns, whereas the same subcellular fractions from 
different methods have some resemblance in their protein 
patterns (Fig. 2). 

All cytosolic fractions show a comparable band pattern (e.g. 
five strong bands, of which one is at ~90 kDa, one slightly 
above 50 kDa, two between 40 and 50 kDa and one at 
~38 kDa). Likewise the membrane fractions of method 1, 3 
and 4 have a similar band pattern showing a more distinct 
band at approximately 60 kDa, whereas the separated mem-
brane proteins of method 2 seem to run at slightly different 
heights. The nuclear fraction from method 2 has as well only 
partial similarities to the nuclear fractions of methods 3 and 
4. The nuclear fraction from method 3 and the nuclear chro-
matin-bound fraction from method 4 show both two very 
prominent bands at ~15 and ~30 kDa. These bands are likely 
to represent histones. The soluble nuclear fraction from 
method 4 shares a stronger band at ~45 kDa with the nuclear 
fraction from method 3. As this band is also present in the 
chromatin-bound fraction, this protein might either be only 
loosely bound to the chromatin, or, more likely, is not com-
pletely separated from the chromatin-bound fraction. 

3.3 Identification of proteins 

The MS/MS data were analyzed by Proteome Discoverer 
using the MASCOT search algorithm. The MS/MS based 
peptide and protein identifications were validated by Scaf-

fold 3. For evaluation of method 4 the two nuclear fractions 
were combined. 

In the cytosolic fractions an average of 573 proteins was 
identified by all methods (Tab. 2). In the membrane fraction 
the amount of identified proteins varies a lot between the 
different methods. With method 1 only 249 proteins were 
found, whereas 523 proteins were identified with method 4. 
With method 2 more than the double amount of proteins 
(603) could be identified in the nucleus compared to meth-
od 3 (258). The two different nuclear fractions, soluble and 
chromatin-bound, obtained with method 4 yielded in 670 
and 370 identified proteins, respectively, leading to 750 iden-
tified proteins for the nucleus in total (Fig. 3). The amount of 
cytoskeletal proteins identified with method 3 and 4 ranges 
from 64 proteins identified with method 4 and up to 618 with 
method 3. The total numbers of identified proteins were in 
the same range (between 1126 and 1231) for method 2, 3 and 
4 while for method 1 only 559 proteins could be identified in 
total. Altogether, only the amount of identified proteins in 
the cytoplasmic and the membrane fractions are comparable 
within all methods. All methods differ significantly in the 
amount of proteins identified per fraction as well as in the 
amount of protein isolated in total. 

3.4 Enrichment factor of different fractionation methods 

To get a deeper insight into how efficiently each fractiona-
tion method worked out, the overlap and intersections in 
cytosolic, membrane and nuclear fraction were determined 
and plotted in venn diagrams (Fig. 3). For this aim the two 
nuclear fractions of method 4, soluble and chromatin-bound, 
were combined. The most proteins identified in two overlap-
ping fractions were found in cytosol and membrane for 
method 1 and 3, whereas method 2 and 4 show the biggest 
overlap in the membrane and nuclear fraction.  

Disregarding method 1, because it only yielded two frac-

Table 1. Protein amounts obtained per 1 x 107 cells in each fraction. 

Amount of protein obtained per 107 cells [mg] 

           Method 

Fraction 
1 2 3 4 

Cytosol 0.705 0.495 0.496 1.571 

Membrane 0.630 0.208 0.135 0.362 

Nucleus – 0.079 0.183 – 

Nucleus - soluble – – – 0.520 

Nucleus - chromatin-

bound 
– – – 0.401 

Cytoskeleton – – 0.044 0.148 

Total amount of 

protein 
1.335 0.782 0.858 3.002 

 
Table 2. Number of proteins identified in the subcellular frac-

tions. 

Method 

 Fraction 
1 2 3 4 

Ø proteins 

identified / 

method 

Cytosol 414 657 599 620 573 

Membrane 249 458 352 523 396 

Nucleus - 603 258 - 431 

Nucleus - soluble - - - 670 670 

Nucleus - chroma-

tin-bound 
- - - 370 370 

Cytoskeleton - - 618 64 341 

Total number of 

identified proteins 
559 

123

1 

112

6 
1195 1028 
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tions, the most proteins identified in only one fraction could 
be found with method 3 (80%). 68% of the identified proteins  
were found in only one fraction with method 2. Method 4 
showed the smallest part of proteins identified in only one 
fraction (54%), while 46% of the identified proteins in this 
method were found in two or three of the fractions. 

In this experiment Gene Ontology (GO) annotations were 
used by the evaluation program Scaffold 3 to analyze the sub-
cellular localization of each protein identified in the samples. 
If the proteins identified in one fraction were supposed to be 
in that fraction according to the GO annotations, they were 
counted as proteins isolated in the ‘correct’ fraction. To com-
pare how efficient each of the four fractionation methods 
fractionated the cells, the number of properly isolated pro-
teins in each fraction was calculated. The percentage of the 
correctly separated proteins out of the total number of identi-
fied proteins in each fraction was calculated, too (Fig. 4). The 
cytosolic fraction was among all four methods the fraction 
with the most accurately isolated proteins (between 357 and 
657 proteins) and comparable percentages about 80%. Be-
tween ~30 and 42% of the proteins found in the different 
membrane fractions where isolated correctly, leading to 74 till 
188 isolated proteins in the ‘correct’ fraction in total. For the 
nuclear fraction 230 up to 345 nuclear proteins could be iden-
tified. The percentage of correct nuclear proteins from meth-
od 3 was very high with 90%, whereas method 4 showed a 
high amount of properly isolated proteins because of its two 
different nuclear fractions. Taking a closer look at transcrip-
tion factors, there were 12 different ones detected using 
method 1 and 27 to 32 using method 2 to 4. With method 3 
more appropriately isolated cytoskeletal proteins could be 
identified than with method 4, but the percentage is very low 

for both methods. The high false positive rate is likely due to 
the solubilisation of most of the proteins of the last cell  
pellet, where surely proteins of not completely dissolved 
membranes or other cellular compartments were inside. 

 3.5 Discrepancies between the predictions of the evaluation 
program and the measurements 

The Glyceraldehyde-3-phosphate dehydrogenase 
(GAPDH) is a highly abundant protein, which accounts for 
10 to 20% of the total cellular protein. It is commonly known 
as a glycolytic enzyme located in the cytoplasm with a key 
role in energy production [20]. By intensive research it be-
came obvious that the GAPDH is in reality a multifunctional 
protein with diverse subcellular localizations in mammalian 
cells. The GAPDH can be found in the membrane, where it 
promotes endocytosis and membrane fusion and therefore 
vesicular secretory transport [21, 22]. Furthermore GAPDH 
is involved in the nuclear transport of RNA [23] and has the 
ability to activate the transcription in neurons [24]. Other 
functions in the nucleus are the assistance in DNA replication 
and DNA repair [25]. Due to the modulation of the cyto-
skeleton GAPDH can also be found in the cytoskeletal frac-
tion [26, 27]. Thus the GAPDH can have not only a cytosolic, 
but also a membrane, nuclear and/or cytoskeletal localization. 

According to the GO annotations the GAPDH is located 
only in the cytoplasm and membrane. This is contradictory to 
the various localizations described by the literature. In this 
experiment the GAPDH was found in all fractions obtained 
with method 2 and 4. With method 3 the enzyme was identi-
fied in the cytoplasmic, membrane and cytoskeletal fraction. 
For all of these three methods the localization in nucleus and 

 

Figure 3. Overlap of proteins identified in the different subcellular 
fractions. For each of the fractionation methods used, a venn dia-
gram was generated showing the overlap of the proteins identified in 
more than one fraction. 

 

Figure 4. Evaluation of protein localization. For determination of 
the specificity of each method, the detected proteins in all fractions 
were analyzed in respect to their assumed localization according to 
GO terms using Scaffold 3. The bar chart shows the number of pro-
teins identified in each fraction, which were expected to be in that 
cellular subfraction following Scaffold 3/GO annotations. On top of 
each bar the percentage of ‘correctly’ isolated proteins in the frac-
tions is given (Method 1 = white bars, Method 2 = light grey bars; 
Method 3 = dark grey bars; Method 4 = black bars). 



Maxie Rockstroh et al., 2010 | Journal of Integrated Omics 

135-143: 142 

cytoskeletal fraction was validated as incorrect because of the 
incomplete GO annotations. So the GO annotations can only 
be used to get an overview of the subcellular localizations of a 
large dataset of proteins. If the localization of a distinct pro-
tein is of interest, then a literature search has to be made ad-
ditionally. 

3.6. Potential use of membrane proteins as markers for activa-
tion of Jurkat cells 

Subcellular fractionation is an ideal tool to enrich and ana-
lyze different cellular compartments and low abundant pro-
teins [28]. Due to the fractionation of the cells the less 
frequent membrane proteins, which otherwise are often cov-
ered by the numerous cytosolic proteins in MS measurement, 
can be identified and analyzed too. Surface proteins in the 
membrane are especially important for lymphocytes as they 
are needed for the recognition of antigens and cytokines and 
activation of other cells. Some of these surface proteins can be 
used as markers in the evaluation for different purposes. Ac-
tivated lymphocytes express membrane proteins like CD25, 
CD69, CD71, and HLA-DR [29-32] which are absent or ex-
pressed only in low amounts on resting cells. These proteins 
are used as activation markers [33]. Similarly a number of 
known surface proteins like CD2, CD3 and CD5 were identi-
fied in the membrane fractions analyzed. In particular for 
CD2 and CD3 it is long known that they are involved in 
transmembrane signaling [34]. Despite the known marker, 
the analysis of the enriched membrane proteins gained by the 
subcellular fractionation could furthermore lead to the iden-
tification of new activation markers, when comparing the 
membrane proteome of resting and activated cells. Addition-
ally, the identification and subcellular assignment of previ-
ously unknown proteins is conceivable. Newly identified 
membrane proteins may also be used to distinguish between 
the various T helper cell subpopulations and therefore assist 
in the process of revealing the different roles of T helper sub-
sets. 

4. Concluding remarks 

The direct comparison between different methods allows 
an evidence-based decision on the method of choice for a 
specific research question. For some studies the mere separa-
tion of cytosolic and membrane proteins will be sufficient to 
perform subsequent analysis. Like for Western blotting 
method one provides a time-efficient solution of enrichment 
of certain proteins. When the analysis of the membrane frac-
tion is of special interest the methods 2 or 4 might be favora-
ble. If in the same instance also information about proteins 
with a nuclear localization it seems advisable to use method 4. 
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A 96-well plate-based platform in conjunction with an ultrasonic multiprobe of four tips was assessed to develop various fast proteomics work-
flows for gel-based proteomics. The use of such protocols reduce sample time and handling, allowing rapid processing whilst reducing the risk 
of contamination. The procedure reduces the time to indentify proteins separated by gel electrophoresis to just 8 min/each. In addition, the 
ultrasonic multiprobe was compared with the single probe as a tool to obtain high sample throughput in proteomics workflows entailing iden-
tification and/or quantification of proteins using mass-spectrometry based approaches. The 18-O labeling-based method was used to study the 
type of peptides extracted from the gels when the extraction was done with the aid of ultrasonic energy. The assessment was done in ten stand-
ard proteins separated by gel elecrophoresis. Two proteins obtained from D. desulfuricans, and from Cyprinus carpio,  Split-Soret cytochrome 
c, and Vitellogenin respectively, were also indentified as a further proof-of-the concept. 

Keywords: Ultrasonic, MALDI, Vitellogenin, 18O, Inverse labeling. 

1. Introduction 

Ultrasonication has been recently appointed as a powerful 
tool in mass spectrometry-based proteomics workflows for 
protein identification [1-7].  Ultrasonic energy can be used to 
enhance from hours to minutes protein denaturation, protein 
reduction, protein alkylation and protein digestion, the four 
mais steps of any common procedure nowadays used for 
protein identification relaying on mass spectrometry. Fur-
thermore, ultrasonic energy can also be used to speed proto-
cols relaying on 18O isotopic labeling, which is a widely used 
method to tracking changes in protein level expression as well 
as in sequencing of peptides by mass spectrometry-based 
techniques [6,7]. As a matter of fact ultrasonic energy has 
been recently integrated in rapid sample processing for 18O-
LC-MS-based quantitative proteomics [8].  

Ultrasonic-based high throughput sample treatment for 
proteomics was recently reported for the treatment of liquid 
samples by joining a 96-well plate and an ultrasonic multi-

probe.  The present work shows a step forward of this proto-
col by applying it to proteins separated by gel-based ap-
proaches and also using it to study in an 18O labeling-based 
method the type of peptides extracted from the gels when the 
extraction is done with the aid of ultrasonic energy. The study 
was done through the identification of 10 standard proteins 
and two proteins obtained from D. desulfuricans, and from 
Cyprinus carpio, Split-Soret cytochrome c, and Vitellogenin 
respectively. 

2. Material and methods 

2.1 Apparatus  

Protein digestion was done in a 96-well plate (Digilab-
Genomic Solutions, USA). A vacuum concentrator centrifuge 
from UniEquip (Martinsried, Germany) model UNIVAPO 
100H with a refrigerated aspirator vacuum pump model Uni-
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jet II was used for (i) sample drying and (ii) sample pre-
concentration. A minicentrifuge, model Spectrafuge-mini, 
from Labnet (Madrid, Spain), and a minicentrifuge-vortex, 
model Sky Line, from ELMI (Riga, Latvia) were used 
throughout the sample treatment, when necessary. A Simplic-
ityTM 185 from Millipore (Milan, Italy) was used to obtain 
Milli-Q water throughout the experiments. 

2.2 Ultrasonic devices 

(i) Ultrasonic probe, model UP 100H (dr. Hielscher, Tel-
tow, Switzerland, 200 W, 30 kHz ultrasonic frequency, 0.5 
mm of diameter probe).  

(ii) Ultrasonic multi-probe from Branson Ultrasonics Cor-
poration (USA), model SLPe (150 W, 40 kHz ultrasonic fre-
quency, 1 mm diameter probe). The ultrasonic generator 
SLPe is equipped with a multi-probe detachable horn (model 
4c15), with four tips for simultaneous ultrasonication of four 
samples and it was used in conjunction with a 96-well plate, 
as it is depicted in video 1 of supporting information. 

2.3 Standards and reagents 

The following protein standards were used: α-lactalbumin 
from bovine milk (≥85%), BSA (>97%) and carbonic anhy-
drase (>93%) from Sigma (Steinheim, Germany), albumin 
from hen white (>95%) from Fluka (Buchs, Switzerland). 
Chymotrypsinogen A, catalase bovine and aldolase from 
rabbit were standards for gel filtration calibration kit high 
molecular weight from Amersham Biosciences (Piscataway, 
USA).  

Low molecular weight standard protein mixture of glyco-
gen phosphorylase b, bovine serum albumin, BSA, ovalbu-
min, carbonic anhydrase, trypsin inhibitor and α-lactalbumin 
were purchased from Amersham Biosciences (Piscataway, 
USA). Thyroglobulin and Lactate dehydrogenase were pur-
chased from Amersham Biosciences (Piscataway, USA) 

Carp vitellogenin standard was purchased from Biosense 
Laboratories (Bergen, Norway). 

Trypsin enzyme, sequencing grade was purchased from 
Sigma. All materials were used without further purification. 
α-cyano-4-hydroxycinnamic acid (α-CHCA) puriss for 
MALDI–MS from Fluka was used as MALDI matrix. Prote-
oMass™ Peptide MALDI-MS Calibration Kit (MSCAL2) from 
Sigma was used as mass calibration standard for MALDI-
TOF-MS.  

The following reagents were used for protein depletion: so-
dium chloride puriss. p.a. and magnesium chloride hexahy-
drate puriss. p.a. were purchased from Fluka; 
ethylenediaminetetraacetic acid disodium salt dehydrate 
puriss. p.a. was from Riedle-de Haën (Seelze, Germany).  

The following reagents were used for protein digestion: 
acetonitrile, iodoacetamide (IAA) and DL-dithiothreitol 
(DTT) (99%) were purchased from Sigma; formic acid and 
ammonium bicarbonate (>99.5%) were from Fluka; trifluoro-
acetic acid (TFA, 99%) were from Riedel-de-Haën (Seelze, 
Germany); and urea (99%) was from Panreac (Barcelona, 
Spain). 

2.4 Sample treatment 

2.4.1. Protein separation by 1D-SDS-PAGE  

Amounts of protein ranging from 0.5 to 3.7 µg were dis-
solved in 5 µL of water plus 5 µL of sample buffer (5 mL of 0.5 
M Tris-Base + 8 mL of 10 % SDS + 1 mL of β-
mercaptoethanol + 2 mL of glycerol + 4 mg of bromophenol 
blue in a final volume of 20 mL in water) for analysis by sodi-
um dodecyl sulphate polyacrilamide gel electrophoresis 
(SDS-PAGE) (10% 0.5 mm thickness). After gel electrophore-
sis (65 min, 120 V, 400 mA), the gel was stained with Coo-
massie blue R-250 and destained in order to visualize the 
proteins bands.  

2.4.2. In-gel sample treatments 

(i) Overnight method. For in-gel digestion optimization, 
2.1 µg of BSA and 2.9 µg of α-lactalbumin were loaded onto 
10% SDS-PAGE gels. Coomassie Blue-stained protein bands 
were excised from the gels, cut into pieces and subjected to 
digestion. Excised gel bands were then washed with water (3 
times with agitation/centrifugation, 10min each), and dehy-
drated with acetonitrile (2 times, 3 min each + 1 time, 20 min 
with agitation/centrifugation) and dried in a vacuum centri-
fuge. Gel pieces were further rehydrated with 10 mM of DTT 
in 25 mM ammonium bicarbonate buffer and incubated 10 
min at 60 ºC for protein reduction. Then DTT solution was 
replaced by IAA 55 mM in 25 mM ammonium bicarbonate 
buffer and incubated in the dark and room temperature by 35 
min. After protein reduction and alkylation gel pieces were 
dried and rehydrated in ice bath in a 0.025 µg/µL solution of 
trypsin in 12.5 mM ammonium bicarbonate buffer, to a final 
volume of 25 µL, during 1 h. 

After the rehydration step, samples were digested overnight 
at 37 °C. Next, trypsin activity was stopped by the addition of 
20 µL of 5% formic acid. The supernatant was withdrawn and 
retained, and the peptides were extracted from the gel pieces 
by adding 50-100 µL of  a mixture of acetonitrile/TFA (500 
µL H2O+500 µL AC+1 µL TFA) and incubating them for 15 
min at 37 ºC in a shaker. This extraction was done twice. 
Then, all supernatants were combined and evaporated to 
dryness in a vacuum concentrator centrifuge and finally the 
dried peptides obtained were reconstituted with 10 µL of 
0.3% v/v formic acid. 

 
(ii) Accelerated method. In this method, the protocol de-
scribed above and referred as “overnight method” was fol-
lowed but (i) washing steps (ii) alkylation, (iii) reduction, (iv) 
digestion of gel bands and (v) extraction peptides were done 
in 8 min (2 min each washing step, 30% ultrasonic amplitude, 
total of 3), 5 min (30% ultrasonic amplitude), 5 min (30% 
ultrasonic amplitude), 4 min (25% ultrasonic amplitude) and 
8 min (two extraction steps, 2 min each) respectively, using 
ultrasonication at 30 kHz, with a single probe or 40 kHz with 
the four tip multiprobe.  

2.5 Case studies 
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2.5.1. Desulfovibrio desulfuricans ATCC27774 

Desulfovibrio desulfuricans ATCC27774 cells were cultured 
in sulfate-lactate medium. Cells were collected by centrifuga-
tion (8000 × g during 15 min at 4 ºC), resuspended in 10 mM 
Tris-HCl buffer and ruptured in a French press at 9000 psi. 
After centrifugation (10000 × g, 45 min) and ultracentrifuga-
tion (180000 × g, 60 min) the supernatant was dialyzed 
against 10 mM Tris-HCl buffer. Both proteins were isolated 
from the soluble extract using chromatographic columns 
(anionic exchange, Hydroxyapatite column and molecular 
exclusion chromatography). The purity of the proteins was 
evaluated by SDS-PAGE and UV-visible spectroscopy. All 
purification procedures were performed under aerobic condi-
tions at 4 ºC and pH 7.6. Split-soret cytochrome c from 
Desulfovibrio desulfuricans ATCC27774 was in gel digested 
according to the accelerated method described in 2.5.2. Pro-
tein identification was done using the PMF procedure by 
MALDI-TOF-MS. 

2.5.2 Plasmatic vitellogenin from Cyprinus carpio  

80 µL of plasma from Cyprinus carpio was diluted to 100 µL 
with cold PBS (Phosphate Buffer Solution). 300 µL of -20 ºC 
cold acetone were added into the diluted plasma solution and 
kept overnight on ice. The sample was centrifuged at 10000 g, 
4 ºC for 30 min. The supernatant was removed and the pellet 
was suspended in 100 µL of buffer (10 mM Tris-HCl pH 7.4; 
2% of SDS; 1% of β-mercaptoethanol) [21]. Amounts of 
delipidated plasma (5 µL) were mixed with 5 µL of sample 
buffer (5 mL of 0.5 M Tris-Base + 8 mL of 10 % SDS + 1 mL 
of β-mercaptoethanol + 2 mL of glycerol + 4 mg of bromo-
phenol blue in a final volume of 20 mL in water) for analysis 
by sodium dodecyl sulphate polyacrylamide gel electrophore-
sis (SDS-PAGE) (7.5% 0.5 mm thickness). After gel electro-
phoresis (65 min, 120 V, 400 mA), the gel was stained with 
Coomassie blue R-250 and destained in order to visualize the 
proteins bands. Vitellogenin was in gel digested according to 
the accelerated method described in 2.5.2. Protein identifica-
tion was done using the PMF procedure by MALDI-TOF-
MS. 

2.6 Inverse 18O labeling of peptides. 

Protein BSA was used to study the effect of ultrasonication 
in the release of peptides from gels. BSA was separated by 
1D-PAGE, and then submitted to the protocol described in 
section 2.5.2 (ii). Once the protein was digested, gel pieces 
were removed and the solutions containing the peptides were 
dried in a speed vacuum. Then, peptides obtained were re-
composed in (i) normal water or (ii) 18O water and then both 
methods were compared following the inverse 18O labeling 
protocol as described by Wang et al [10]. 

2.7 MALDI-TOF-MS analysis 

A MALDI-TOF-MS model Voyager DE-PRO Biospec-
trometry Workstation equipped with a nitrogen laser radiat-
ing at 337 nm from Applied Biosystems (Foster City, USA), 

was used to obtain the PMF. MALDI mass spectra were ac-
quired as recommended by the manufacturer and treated 
with the Data Explorer™ software version 4 series. Prior to 
MALDI-TOF-MS analysis, the sample was mixed with the 
matrix solution. α-CHCA matrix was used throughout this 
work and was prepared as follows: 10 mg of α-CHCA was 
dissolved in 1 mL of Milli-Q water/acetonitrile/TFA 
(1mL+1mL+2µL). Then, 2 µL of the aforementioned matrix 
solution was mixed with 2 µL of sample and the mixture was 
shaken in a vortex for 30 s. Finally, 1 μl of the sample/matrix 
mixture was spotted on a well of a MALDI-TOF-MS sample 
plate and was allowed to dry.  

Measurements were done in the reflector positive ion 
mode, with a 20 kV accelerating voltage, 75.1 % grid voltage, 
0.002 % guide wire and a delay time of 100 ns. Two close 
external calibrations were performed with the monoisotopic 
peaks of the Bradykinin, Angiotensin II, P14R and ACTH 
peptide fragments (m/z: 757.3997, 1046.5423, 1533.8582 and 
2465.1989, respectively). Monoisotopic peaks were manually 
selected from each of the spectra obtained. Mass spectral 
analysis for each sample was based on the average of 500 laser 
shots. Peptide mass fingerprints were searched with the 
MASCOT 
[http://www.matrixscience.com/search_form_select.htmL] 
search engine with the following parameters: (i) SwissProt. 
2006 Database; (ii) molecular weight (MW) of protein: all; 
(iii) one missed cleavage; (iv) fixed modifications: carbami-
domethylation (C); (v) variable modifications: oxidation (M); 
(vi) peptide tolerance up to 150 ppm. A match was consid-
ered successful when the protein identification score is locat-
ed out of the random region and the protein analyzed scores 
first. 

3. Results and Discussion 

3.1. 96 well plate method for proteins separated by gel electro-
phoresis 

The protein concentration loaded onto the gel was 2,1 
µg/µL for BSA and 2.9 µg/µL for α-lactalbumin. Results, in-
cluding the values setting for each variable, are presented in 
Fig. 1. As may be seen, ultrasonic amplitude was found a 
critical parameter. For BSA protein, when the lower ampli-
tude was used in the digestion step (10%), longer treatment 
times were required to obtain good results, whilst the highest 
amplitude used (50%) degrades the gel in such a way that 
protein identification by MALDI was not possible. In the case 
of the α-lactalbumin this problem was even worst since using 
the lower amplitude in the digestion step no identification 
was possible at all in the range time assessed (60s-240s), 
whilst for the highest amplitude the identification was only 
possible in times comprised between 120 and 240 s. These 
results could be explained on the basis of recent research in 
ultrasonic applications in medicine and drug delivery that has 
estimated the pressure at the tip of the jet generated by bub-
ble collapse (cavitation phenomena) around 60 MPa [11]. 
This is high enough to penetrate small pores, such as the ones 
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present in the gels in which proteins are separated. Hence, 
liquid jets may act as microsyringes, delivering the enzyme to 
a region of interest. However, the ultrasonic energy needed to 
do such delivering must be reached, and we hypothesized that 
this is the reason why the lower amplitude studied did not 
perform well, because it is not powerful enough to deliver the 
enzyme inside the gel, as it was the case for α-lactalbumin. As 
the amplitude and time is increased, the enzymatic cleavage 
performs better for both proteins, until a maximum is 
reached. Then, the gel is degraded and the protein identifica-
tion becomes difficult or impossible, as it was the case for 
both proteins for the highest amplitude and time studied. Gel 
degradation can be explained on basis on the fact that when a 
cavitation bubble collapses near the surface of a solid sample 
particle, micro-jets of solvent propagate toward the surface at 
velocities greater than 100 m s-1, causing pitting and mechan-
ical erosion of the solid surface, thus leading to particle rup-
ture (i.e., disruption) [12]. Although this process could be 
favorably used to enhance peptide release from the gel, at 
some point it becomes a problem interfering the subsequent 
analysis by mass spectrometry or even blocking HPLC col-
umns. However, it is noteworthy that the multi-probe and the 
96-well plate performed well for gel-based protein separa-
tions, once the process has been optimized. In addition, it was 

not found differences between the two frequencies studied. 
Furthermore, the best results obtained with the multi-probe 
were not different from the ones obtained using the overnight 
protocol.  

To complete the study a set of 8 further proteins was mixed 
and separated using gel electrophoresis to proceed to protein 
identification through the ultrasonic method. Results showed 
in Table 1 demonstrate the successful accomplishment be-
tween the 96-well plate and the multi-probe since all proteins 
were identified with similar protein coverage and number of 
peptides matched than using the overnight protocol. 

A comparison of the total time and number of steps in-
volved in the handling of the five sample treatments reported 
in this manuscript is presented in Table 2. As may be seen, 
the ultrasonic method with multiprobe allows for the treat-
ment of 4 samples in 30 minutes. This number can be expo-
nentially increased using the new generation of multiprobes 
that allow treating 96 samples at once [11]. Hence, this meth-
od has a great potential for clinical purposes, where a high 
number of samples are generally handled daily. 

3.2 Effect of ultrasonication in the release of peptides from gels. 

To investigate the role of ultrasonication in the release of  

 

Figure 1. Number of peptides matched and sequence coverage for BSA and α-lactalbumin as a function of time, amplitude and frequency of 
sonication. Proteins were separated by Gel electrophoresis. Peptides matched and sequence coverage for the overnight method was 42±6 and 
70±4 respectively for BSA and 11±2 and 51±1 for α-lactalbumin. 
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peptides from gels, a set of experiments using the 18O isotopic 
labeling of the protein BSA was done to compare, the type of 
peptides released using the overnight, ON, or the ultrasonic, 
US, treatments [6,7]. The same amount of BSA was loaded 
onto a gel, and the protein was in-gel digested, using the 
overnight or the ultrasonic protocol. The supernatants were 
withdrawn from the tubes and dried down in a vacuum cen-
trifuge. Then samples were recomposed in 16O or in 18O wa-
ter. Since under conventional conditions, the yield of 
peptides extracted from a gel is protein-dependant and it 
varies for different peptides that originate from the same 
protein, we decide to use the inverse labeling as described by 
Wang et al [10] to ensure a correct identification of peptides 
extracted and unambiguous assessment of differential peptide 
extraction. To avoid any biased yields own to the sample 
treatment, all steps were exactly the same for the overnight or 
ultrasonic protocols, with the exception of the protein diges-
tion step. Fig. 2 shows the inverse labeling method for the 
unambiguous identification of peptides used. The result of 
this set of experiments are shown in Table 3, where may be 
seen that a total of 40 peptides were identified as BSA pep-

tides. Interestingly, from those 40 peptides, 15 peptides were 
labeled either in the direct or in the reverse process, whilst 21 
peptides from the total, were also identified but they were not 
labeled. This put forwards that after sample recomposition 
not all peptides are labeled. This result is in agreement with 
data published by other authors [13]. From this 21 non la-
beled peptides, 6 were observed in the direct and reverse 
method, suggesting that they are produced regardless of the 
digestion method used; 9 were found in the mixture US16O / 
ON18O and six were found in the mixture US18O / ON16O. 
Therefore it can be concluded that some peptides are prefer-
entially formed as a function of the digestion method. Thus, 
peptides (GACLLPK)H+; (LCVLHEKTPVSEK)H+; 
(MPCTEDYLSLILNR)H+ are formed in the overnight diges-
tion, whilst peptides (VLASSAR)H+; (ALKAWSVAR)H+; 
(HLVDEPQNLIK)H+ are formed in the ultrasonic method. 
On the overall, both methods produced the same number of 
total peptides, c.a. 40, confirming that both methodologies 
work well for protein digestion. Another interesting finding is 
that protein modifications as consequence of the heat-
ing/cavitation caused by the ultrasonic energy were not 

Table 2. Comparison of handling and time consumed for the five methods studied with the 96 well plate ultrasonic method. 

 Denaturation Reduction Alkylation Digestion  Desalting Total steps Total time  

Proteins 

in gel 

Overnight 
5 min heating before 

electrophoresis 
10 min US 35 min US 12 hours US no 25*  24 h 

Ultrasonic 
5 min heating before 

electrophoresis 
5 min 5 min 4 min no 20**  30 min 

* Including: electrophoresis, band excision, 12 steps for gel washing, 10×3 min each and 2×20 min each, trypsin incubation on ice before digestion, peptides 

extraction (2 extractions) and evaporated to dryness (3 times). 

** Including: electrophoresis, band excision, 8 steps for gel washing, 2×2 min each, digestion and peptides extraction and evaporated to dryness (3 times). 

With the in gel ultrasonic digestion no incubation of trypsin on ice is needed. 

Table 1. Number of peptides matched and protein sequence coverage for in gel-protein digestion by the overnight method and accelerated 
method. 

Protein 
theor. 

Mr (kDa) 

overnight method (n = 2)  accelerated method (n = 2)  

Mascot 

score 

Sequence 

coverage (%) 

No. of peptides 

matched 

Mascot score 
Sequence 

coverage (%) 
No. of peptides matched 

30 kHz 40 kHz 30 kHz 40 kHz 30 kHz 40 kHz 

α-Lactalbumin 16.7 130±5 51±1 11±2 110±2 104±5 50±2 51±0 9±1 10±0 

Trypsin inhibitor 24.3 87±3 51±1 18±0 69±3 64±5 28±2 27±1 7±1 7±0 

Carbonic anhydrase 29.1 115±3 69±0 20±0 240±2 238±3 71±2 64±0 19±0 18±1 

Ovalbumin 43.2 100±2 49±6 20±1 82±2 84±5 50±2 44±4 16±2 15±0 

BSA 71.2 152±4 70±4 42±6 220±1 222±3 64±2 66±5 40±3 37±1 

Aldolase rabit 39.8 152±6 72±6 21±2 109±3 103±4 68±1 68±0 20±1 19±0 

Catalase bovine 60.1 98±4 43±2 26±2 218±2 220±0 37±4 43±0 22±1 24±0 

Phosphorylase b 97.7 92±5 66±1 64±1 298±1 305±3 48±3 52±2 40±2 38±1 

Thyroglobulin subunit*  310.0 194±8 28±1 76±6 188±2 194±6 28±1 25±7 80±2 81±1 

Lactate dehydrogenase 

subunit* 
36.9 79±2 46±4 21±1 83±1 182±4 46±2 49±0 20±1 21±0 

Split-Soret cytochrome c 

D. desulfuricans 
27.8 128±4 51±4 11±1 100±4 96±6 40±5 37±0 10±2 10±1 

Vitellogenin Cyprinus 

carpio 
148.8 176±6 42±4 49±1 150±3 141±6 42±1 41±1 50±2 51±1 

* HMW-Native standard under denaturant conditions.   
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found. For instance, no extra oxidations or carbamydometh-
carbamydomethylations were detected. 

These results confirm the utility of 18O labeling in relative 
proteomics discovering and confirms the usefulness of the 
combination of ultrasonication and a 96-well plate for 
proteomics applications. 

4. Future prospects 

The speed, simplicity, high throughput and number of 
potential proteomics applications that can be developed 
jointing 96-well plate and ultrasonic multiprobes, it makes of 
this combination an ideal tool for robotic platforms. As an 
example, if a multiprobe of 96 tips was acomplisehd with a 96 

 

Figure 2. The inverse labeling method for the unambiguous identification of peptides released from gels using the overnight or the ultrasonic 
digestion protocol. 

 

Table 3. Results from the BSA 18O-inverse labeling experiments. All peptides were manually verified. (n=2) 

 Nº. of peptides  Peptide fragment 

Direct & reverse Labeled peptides 

US16O / ON18O and US18O / ON16O 
15±2 

(SEIAHR)H+;  (YLYEIAR)H+; (LVNELTEFAK)H+; (HPEYAVSVLLR)H+; 

(SLHTLFGDELCK)H+; (RHPEYAVSVLLR)H+; (YICDNQDTISSK)H+; 

(TCVADESHAGCEK)H+; (LGEYGFQNALIVR) H+; (HPEYAVSVLLRLAK)H+; 

(KVPQVSTPTLVEVSR) H+; (MPCTEDYLSLILNR)H+; (RPCFSALTPDETYVPK) H+; 

(LFTFHADICTLPDTEK)H+; (RHPYFYAPELLYYANK)H+ 

Direct & reverse non-labeled peptides 

US16O / ON18O and US18O / ON16O 
6±1 

(CASIQK)H+; (TPVSEKVTK)H+; (CCTESLVNR)H+; (DTHKSEIAHR)H+; 

(FKDLGEEHFK)H+; (TVMENFVAFVDK)H+ 

Labeled peptides from mixture 

US16O / ON18O 
3±1 (GACLLPK)H+; (LCVLHEKTPVSEK)H+; (MPCTEDYLSLILNR)H+ Oxidation (M) 

Non-labeled peptides from mixture 

US16O / ON18O 
9±1 

(ALKAWSVAR)H+; (HLVDEPQNLIK)H+; (TVMENFVAFVDK)H+ Oxidation (M); 

(VTKCCTESLVNR)H+; (ETYGDMADCCEK)H+; (LKHLVDEPQNLIK)H+; 

(DDPHACYSTVFDK)H+; (AEFVEVTKLVTDLTK)H+; (YNGVFQECCQAEDK)H+; 

(HPYFYAPELLYYANK)H+; 

Labeled peptides from mixture 

US18O / ON16O 
3±0 (VLASSAR)H+; (ALKAWSVAR)H+ ; (HLVDEPQNLIK)H+ 

Non-labeled peptides from mixture 

US18O / ON16O 
6±1 

(LVTDLTK)H+; (LSQKFPK)H+; (IETMREK)H+; (SEIAHRFK)H+; (NECFLSHK)H+; 

(CCTKPESER)H+; (LKECCDKPLLEK)H+ 
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well plate, the time need to identified a protein separated by 
gel electrophoresis could be reduced to just 20 s. Therefore 
developments in this area of research are anticipated. 

5. Conclusions and perspectives 

It has been proven that the combination of a 96-well plate 
and an ultrasonic multi-probe is a powerful tool in sample 
treatment for proteomics, allowing high sample throughput 
and a potentially enormous number of different proteomics 
applications. The huge variety of protocols that can be used 
with this accomplishment has it been demonstrated through 
different proteomics sample treatments for protein 
identification and 18-O based labelling. Sample preparation 
steps including destaining, washing, reduction & alkylation, 
digestion, spotting on MALDI targets or transfer to LC/MS 
input plates can be combined on a single automated platform 
making use of ultrasonication. This allows for rapid 
processing, minimizes the risk of contamination and 
therefore reduces the chance of application errors and 
improves the quality of data. The results showed that for 
protein digestion low or high ultrasonic amplitudes must be 
avoided when using a 96 well plate and an ultrasonic 
multiprobe. We have not found differences in performance 
for protein identification when using ultrasonic amplitudes of 
30 (single probe) or 40 kHz (multiprove). 

We have demonstrated that using the direct and reverse 18O 
labeling the effectiveness of different procedures for in-gel 
protein digestion can be compared in terms of number and 
type of peptides produced. In fact our findings showed a 
similar number of peptides obtained by either the overnight 
or the ultrasonic method. However, some peptides were 
preferentially formed for each digestion protocol. 
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Recent advances in quantitative proteomics have offered opportunities to discover plasma proteins as biomarkers for tracking the progression 
and for understanding the molecular mechanisms of diabetes. We used quantitative proteomic analysis to identify novel biomarkers of 
nephropathy in plasma from type 2 diabetic patients. Plasma samples were analyzed by fluorescence two-dimensional differential gel electro-
phoresis (2D-DIGE), and differentially expressed proteins identification was performed by matrix assisted laser desorption ionization-time of 
flight mass spectrometry (MALDI-TOF MS). Proteomics analysis of the plasma proteome in type 2 diabetes mellitus with nephropathy identi-
fied 34 protein spots representing 31 unique proteins. These proteins mainly belonged to metabolic (such as 5'-AMP-activated protein kinase 
subunit beta-1) and growth regulatory (such as LIM homeobox protein 6) proteins. Additionally, our quantitative proteomic approach has 
identified numerous previous reported plasma markers of type 2 diabetes mellitus such as apolipoprotein A-I and ficolin-3. On the contrary, 
we have presented several putative type 2 diabetes mellitus biomarkers including calpain-7 and choline/ethanolamine kinase which have not 
been reported and may be associated with the progression and development of the disease. The potential of utilizing these markers for screen-
ing and treating type 2 diabetes mellitus warrants further investigation. Collectively, our results show that the proteins identified in this study 
may constitute potential biomarkers for the diagnosis of type 2 diabetics with nephropathy. 

Keywords: Proteomics; Plasma biomarker; Type2 diabetic nephropathy. 

1. Introduction 

Diabetes mellitus is one of the most common metabolic 
diseases in the world, in which more than 90% diabetes melli-
tus patients are grouped to type 2 diabetes mellitus [1]. Type 
2 diabetes mellitus is characterized by hyperglycemia due to 
defects of multiple organs which can not accurately measure 
the serum glucose level and uptake serum glucose. Addition-
ally, type 2 diabetes mellitus is a chronic disease, which typi-
cally covers several decades from high serum glucose to sig-
nificant diseases. The serum glucose level just reflects the 
outcome of multiple physiological disorders. Accordingly, 
numerous studies have been made to identify biomarkers to 
monitor the progression of type 2 diabetes mellitus [2-4]. 
However, most of these studies were concentrated on the 
genetic defects in gene expression level. Relative rare reports 
were given attention to protein level changes in response to 

the progression of diabetes. For this, proteomic strategy 
might provide solutions for identification of large set of the 
proteins in tissues or in bio-fluid associated with type 2 dia-
betes mellitus. 

Two-dimensional gel electrophoresis (2-DE) and MALDI-
TOF MS has been widely used for profiling plasma proteins 
and some of the nonionic and zwitterionic detergents such as 
thiourea and CHAPS have been introduced to increase the 
solubility of the plasma proteins. In addition, a significant 
improvement of gel-based analysis of protein quantifications 
and detections is the introduction of 2D-DIGE. 2D-DIGE is 
able to co-detect numerous samples in the same 2-DE to min-
imize gel-to-gel variation and compare the protein features 
across different gels by means of an internal fluorescent 
standard. This innovative technology relies on the pre-
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labeling of protein samples before electrophoresis with fluo-
rescent dyes Cy2, Cy3 and Cy5 each exhibiting a distinct fluo-
rescent wavelength to allow multiple experimental samples to 
include an internal standard. Thus, the samples can be simul-
taneously separated in one gel. The internal standard, which 
is a pool of an equal amount of the experimental protein 
samples, can facilitate the data accuracy in normalization and 
increase statistical confidence in relative quantitation across 
gels [5-10]. 

In order to examine differentially expressed levels of plas-
ma proteins associated with type 2 diabetes mellitus, a prote-
omics-based approach was performed involving immuno-
depletion of high abundance proteins, 2D-DIGE analysis and 
subsequent MALDI-TOF MS analysis to obtain a panel of 
plasma proteins found to be differentially expressed between 
type 2 diabetes mellitus patients and healthy donors. 

2. Material and methods 

2.1 Chemicals and Reagents  

Generic chemicals and albumin and IgG depletion kit were 
purchased from Sigma-Aldrich (St. Louis, USA), while rea-
gents for 2D-DIGE were purchased from GE Healthcare 
(Uppsala, Sweden). All the chemicals and biochemicals used 
in this study were of analytical grade. 

2.2 Plasma sample collection and purification 
From Jan 2009 to Dec 2009, eleven donors in a single cen-

ter (Chiayi Christian Hospital, Chiayi, Taiwan) were enrolled 
in the study. Those included in the study were divided into 
type 2 diabetes mellitus patients (n=6) and healthy donors 
group (n=5). The criteria to assess the presence of type 2 dia-
betes mellitus were based on the guidelines proposed by the 
World Health Organization. All type 2 diabetic patients had 
typical diabetic symptoms along with a single fasting plasma 
glucose level of 7 mM or 2 hr postglucose or casual postpran-
dial plasma glucose level of 11.1 mM. Healthy individuals 
with their fasting blood glucose below 5.5 mM were selected 
as controls. This study was approved by the Institutional 
Research Board and carried out according to the Helsinki 
Declaration Principles. Written informed consent was col-
lected from all participating subjects.  

To improve the performance of proteomic analysis of the 
plasma samples, the albumin and immunoglobulin G in the 
collected plasma samples were depleted using an albumin and 
IgG removal kit (Sigma, St. Louis, USA) in according with the 
manufacturer’s instructions. The depleted plasma samples 
were precipitated by adding 1 volume of 100% (w/v) TCA to 
4 volumes of sample and incubated for 10 min. at 4oC. The 
precipitated protein was then recovered by centrifugation at 
13000 rpm for 10 min. (at -20°C), and the resulting pellet was 
washed twice with ice-cold acetone. Air-dried pellets were 
resuspended in 2-DE lysis containing 4% w/v CHAPS, 7M 
urea, 2M thiourea, 10mM Tris-HCl, pH8.3, 1mM EDTA. 

2.3 Sample preparation for 2D-DIGE and gel image analysis 

The plasma protein pellets were dissolved in 2-DE lysis 

buffer and protein concentrations were determined using 
coomassie protein assay reagent (BioRad). Before performing 
2D-DIGE, protein samples were labeled with N-hydroxy 
succinimidyl ester-derivatives of the cyanine dyes Cy2, Cy3 
and Cy5 following the protocol described previously [11,12]. 
Briefly, 150 µg of protein sample was minimally labeled with 
375 pmol of either Cy3 or Cy5 for comparison on the same 2-
DE. To facilitate image matching and cross-gel statistical 
comparison, a pool of all samples was also prepared and la-
beled with Cy2 at a molar ratio of 2.5 pmol Cy2 per µg of 
protein as an internal standard for all gels. Thus, the triplicate 
samples and the internal standard could be run and quantify 
on multiple 2-DE. The labeling reactions were performed in 
the dark on ice for 30 min and then quenched with a 20-fold 
molar ratio excess of free L-lysine to dye for 10 min. The 
differentially Cy3- and Cy5-labeled samples were then mixed 
with the Cy2-labeled internal standard and reduced with 
dithiothreitol for 10 min. IPG buffer, pH3-10 nonlinear (2% 
(v/v), GE Healthcare) was added and the final volume was 
adjusted to 450 µl with 2D-lysis buffer for rehydration. The 
rehydration process was performed with immobilized non-
linear pH gradient (IPG) strips (pH3-10, 24 cm) which were 
later rehydrated by CyDye- labeled samples in the dark at 
room temperature overnight (at least 12 hours). Isoelectric 
focusing was then performed using a Multiphor II apparatus 
(GE Healthcare) for a total of 62.5 kV-h at 20oC. Strips were 
equilibrated in 6M urea, 30% (v/v) glycerol, 1% SDS (w/v), 
100 mM Tris-HCl (pH8.8), 65 mM dithiothreitol for 15 min 
and then in the same buffer containing 240 mM iodoacetam-
ide for another 15 min. The equilibrated IPG strips were 
transferred onto 26 x 20-cm 12.5% polyacrylamide gels casted 
between low fluorescent glass plates. The strips were overlaid 
with 0.5% (w/v) low melting point agarose in a running buff-
er containing bromophenol blue. The gels were run in an 
Ettan Twelve gel tank (GE Healthcare) at 4 Watt per gel at 
10oC until the dye front had completely run off the bottom of 
the gels. Afterward, the fluorescence 2-DE were scanned di-
rectly between the low fluorescent glass plates using an Ettan 
DIGE Imager (GE Healthcare). This imager is a charge-
coupled device-based instrument that enables scanning at 
different wavelengths for Cy2-, Cy3-, and Cy5-labeled sam-
ples. Gel analysis was performed using DeCyder 2-D Differ-
ential Analysis Software v7.0 (GE Healthcare) to co-detect, 
normalize and quantify the protein features in the images. 
Features detected from non-protein sources (e.g. dust parti-
cles and dirty backgrounds) were filtered out. Spots display-
ing a ≧ 1.3 average-fold increase or decrease in abundance 
with a p-value < 0.05 were selected for protein identification. 

2.4 Protein staining  

Colloidal coomassie blue G-250 staining was used to visual-
ize CyDye-labeled protein features in 2-DE. Bonded gels were 
fixed in 30% v/v ethanol, 2% v/v phosphoric acid overnight, 
washed three times (30 min each) with ddH2O and then in-
cubated in 34% v/v methanol, 17% w/v ammonium sulphate, 
3% v/v phosphoric acid for 1 hr., prior to adding 0.5g/liter 
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coomassie blue G-250. The gels were then left to stain for 5-7 
days. No destaining step was required. The stained gels were 
then imaged on an ImageScanner III densitometer (GE 
Healthcare), which processed the gel images as .tif files. 

2.5 In-gel digestion 

Excised post-stained gel pieces were washed three times in 
50% acetonitrile, dried in a SpeedVac for 20 min., reduced 
with 10 mM dithiothreitol in 5 mM ammonium bicarbonate 
pH 8.0 for 45 min at 50°C and then alkylated with 50 mM 
iodoacetamide in 5 mM ammonium bicarbonate for 1 hr. at 
room temperature in the dark. The gel pieces were then 
washed three times in 50% acetonitrile and vacuum-dried 
before reswelling with 50 ng of modified trypsin (Promega) in 
5 mM ammonium bicarbonate. The pieces were then overlaid 
with 10 µl of 5 mM ammonium bicarbonate and trypsinized 
for 16 hr at 37°C. Supernatants were collected, peptides were 
further extracted twice with 5% trifluoroacetic acid in 50% 
acetonitrile and the supernatants were pooled. Peptide ex-
tracts were vacuum-dried, resuspended in 5 µl ddH2O, and 
stored at -20°C prior to MS analysis. 

2.6 Protein identification by MALDI-TOF MS 

Extracted proteins were cleaved with a proteolytic enzyme 
to generate peptides, then a peptide mass fingerprinting 
(PMF) database search following MALDI-TOF MS analysis 
was employed for protein identification. Briefly, 0.5 µl of 
tryptic digested protein sample was first mixed with 0.5 µl of 
a matrix solution containing α-cyano-4-hydroxycinammic 
acid at a concentration of 1 mg in 1 ml of 50% acetonitrile 
(v/v) / 0.1% trifluoroacetic acid (v/v), spotted onto an an-
chorchip target plate (Bruker Daltonics) and dried. The pep-
tide mass fingerprints were acquired using an Autoflex III 
mass spectrometer (Bruker Daltonics) in reflector mode. The 
algorithm used for spectrum annotation was SNAP (Sophisti-
cated Numerical Annotation Procedure). This process used 
the following detailed metrics: Peak detection algorithm: 
SNAP; Signal to noise threshold: 25; Relative intensity 
threshold: 0%; Minimum intensity threshold: 0; Maximal 
number of peaks: 50; Quality factor threshold: 1000; SNAP 
average composition: Averaging; Baseline subtraction: Medi-
an; Flatness: 0.8; MedianLevel: 0.5. The spectrometer was also 
calibrated with a peptide calibration standard (Bruker Dal-
tonics) and internal calibration was performed using trypsin 
autolysis peaks at m/z 842.51 and m/z 2211.10. Peaks in the 
mass range of m/z 800-3000 were used to generate a peptide 
mass fingerprint that was searched against the Swiss-
Prot/TrEMBL database (release on 05-Oct-10) with 521016 
entries using Mascot software v2.3.02 (Matrix Science, Lon-
don, UK). The following parameters were used for the search: 
Homo sapiens; tryptic digest with a maximum of 1 missed 
cleavage; carbamidomethylation of cysteine, partial protein 
N-terminal acetylation, partial methionine oxidation and 
partial modification of glutamine to pyroglutamate and a 
mass tolerance of 50 ppm. Identification was accepted based 
on significant MASCOT Mowse scores (p<0.05), spectrum 

annotation and observed versus expected molecular weight 
and pI on 2-DE. 

3. Results and Discussion 

3.1 Plasma sample preparation 

Because albumin and immunoglobulin G account for 
around 70-80% proteins in human plasma, these high abun-
dant proteins are the obstacle for 2-DE analysis. Accordingly, 
removing the high-abundance albumin and immunoglobulin 
G from plasma samples can increase the viability of the low- 
and middle-abundance proteins and enable for accurate anal-
ysis. In this study, the high abundance proteins were removed 
before performing 2D-DIGE analysis, and the effect of deple-
tion was evaluated by 1D-SDS-PAGE (data not shown). 

3.2 2D-DIGE and mass spectrometry analysis of the immuno-
depleted plasma proteome 

In order to study the alteration of plasma protein in the 
type 2 diabetic patients, comparative proteomics analysis was 
performed between type 2 diabetic patients and healthy do-
nors. The 2-DE images of the samples of two groups were 
minimally labeled with Cy3 and Cy5 dyes and distributed to 
each gel. A pool of both samples was also prepared for label-
ing with Cy2 as an internal standard to run on all gels to facil-
itate image matching across gels. The plasma samples ar-
rangement for a triplicate 2D-DIGE experiment is shown in 
Figure 1A. Thus, the triplicate samples resolved in different 
gels can be quantitatively analyzed by means of the internal 
standard on multiple 2-DE. After resolving protein samples 
with 2D-DIGE technique, the DeCyder image analysis soft-
ware indicated that 65 protein features were showing greater 
than 1.3-fold change in expression level with student t-test 
(p-value) less than 0.05. MALDI-TOF MS identification re-
vealed that 34 proteins were differentially expressed (Figure 
1B, Figure 2 and Supplementary Table 1). With the basis of a 
Swiss-Prot search and KEGG pathway analysis, numerous 
potential biological functions and subcellular locations of the 
identified proteins were determined. Most of these identified 
proteins belong to cytoplasm proteins (29%), nuclear proteins 
(26%) and mitochondrial proteins (12%), and these proteins 
are found to be involved in metabolism (20%) and growth 
regulation (17%) (Figure 3). 

Representative examples for the evaluation by DeCyder of 
alteration in spot intensities using the 2D-DIGE system are 
displayed in Figure 4. To display visually alterations in corre-
sponding spot intensity proportions, selected identified spots 
are shown as 3-D images as well as the associated graph views 
of standardized abundances of the selected spots (Figure 4). 

4. Concluding remarks 

Proteomic analysis of the human diseases usually adopt a 
comparative method that is defined by the differential expres-
sion of the proteins under different disease states. Our 2D-
DIGE / MALDI-TOF analysis revealed 34 altered expression  
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of plasma proteins corresponding to 31 unique plasma pro-

teins (Supplementary Table 1). A majority of altered proteins 
belong to three major functional groups, metabolism, growth 
regulation and transportation, while other affected categories 
included cytoskeleton, immune regulation and membrane 
trafficking (Figure 3). Of these, 20% participate in various 
metabolic pathways including 5'-AMP-activated protein ki-
nase subunit beta-1 (regulation of energy production and 
consumption), 6-phosphofructokinase (glycolysis), carnitine 
O-palmitoyltransferase I (long-chain fatty acid transporta-
tion), choline/ethanolamine kinase (biosynthesis of phospha-
tidylcholine / phosphatidylethanolamine), steroid 21-
hydroxylase (biosynthesis of the steroid hormones aldoste-
rone and cortisol), glutamine-dependent NAD(+) synthetase 
(biosynthesis of NAD). 5'-AMP-activated protein kinase sub-
unit beta-1 is one of the main subunits of AMPK proteins 
which plays as a key player in regulating energy metabolism 
and renders it at the center role in studies of the metabolic 
diseases including diabetes. AMPK is also reported as a criti-
cal molecule to maintain glucose homeostasis and its activa-
tion and expression is a positive regulator to reduce the con-

centration of blood glucose and facilitate the oxidation of 
fatty acids and glycolysis [13]. In current study, we have ob-
served the down-regulated of AMPK-beta subunit, carnitine 
O-palmitoyltransferase I and 6-phosphofructokinase in type 
2 diabetes mellitus plasma suggesting the up-stream regula-
tors might inhibit AMPK expression subsequently by ham-
pered the transportation of fatty acid into mitochondria for 
beta-oxidation via the inhibition of carnitine O-
palmitoyltransferase I and down-regulated glycolysis via the 
inhibition of 6-phosphofructokinase in this disease. 

Apolipoprotein A-I is a component of the high density lip-
oprotein responsible for the cholesterol transport into the 
liver [14]. Apolipoprotein A-I is also associated with diabetes 
and demonstrates a downregulation of apolipoprotein A-I in 
diabetic patients [15-18]. Our current 2D-DIGE analysis is 
consistent with the previous observations. Ficolins are a 
group of proteins containing collagen-like domains and fi-
brinogen-like domains. In addition, ficolins have a calcium-
independent lectin activity and are able to activate the com-
plement pathway to improve host defense activity [19]. In our 
current work and recent plasma proteomic studies demon-
strated that ficolin-3 was significantly correlated with type 2 
diabetes mellitus and supposed to play an important role in 
the chronic low-grade inflammation and stimulation of the 
innate immune system associated with type 2 diabetes melli-
tus [16,20]. Other identified proteins including LIM homeo-
box protein, 6-phosphofructokinase, steroid 21-hydroxylase 
and Rho GTPase-activating protein 25 have been well-studied 
in type 2 diabetes mellitus [21-23] suggesting the current 2D-
DIGE playing a powerful complementary role in the assumed 
biomarker discovery and disease studies. On the other hand, 

 
Figure 1. 2D-DIGE analysis of type 2 diabetes mellitus-induced 
differentially expressed proteins. (A) Plasma samples arrangement 
for a triplicate 2D-DIGE experiment. (B) Plasma samples (50 mg 
each) were labeled with Cy-dyes and separated using 24 cm, pH 3-10 
non-linear IPG strips. 2D-DIGE images of the plasma samples from 
type 2 diabetic patients and healthy individuals at appropriate excita-
tion and emission wavelengths were shown (Upper images) as well as 
overlaid pseudo-colored image processed with ImageQuant Tool 
(GE Healthcare) (left bottom). The differentially expressed identified 
protein features are annotated with spot numbers (right bottom). 
 

 

Figure 2. Peptide mass fingerprint of identified proteins (A) Zinc 
finger protein 221; (B) Ran-binding protein 6 / RanBP6; (C) Putative 
annexin A2-like protein; (D) Protein FAM46D. Peptides contributes 
to protein identifications are marked with asterisk (*). 
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our current research also identifies alpha-(1,3)-
fucosyltransferase, SCaMC-3, calpain-7, choline/ ethanola-
mine kinase, paraneoplastic antigen-like protein 6B, ran-
binding protein 6/RanBP6, Sulfide:quinone oxidoreductase 
glutamine-dependent NAD(+) synthetase as putative plasma 
marker proteins of the type 2 diabetes mellitus. Further inves-
tigations would be necessary to validate their expression in 
plasma and elucidate their mechanistic role in type 2 diabetes 
mellitus. 

The isolation of low-abundance proteins from plasma is 
frequently complicated because of the existed of high abun-
dance proteins such as serum albumin and immunoglobulin. 
Serum albumin and immunoglobulin is the most (50-70%) 
and second (10-20%) abundant protein in plasma, respective-
ly. These proteins will mask the low-abundant proteins and 
limit the amount of the total plasma proteins that can be ap-
plied and resolved by proteomic analysis. To removal of these 
two high-abundant proteins, we used albumin and IgG deple-
tion kit from Sigma-Aldrich, which contains prepacked spin 
columns allows removal of the most of both serum albumin 
and immunoglobulin. At the same time, we used trichloroa-
cetic acid / acetone to precipitate, desalt and enrich the plas-
ma proteins to make them well resolved by 2D-DIGE. Our 
results demonstrated that this strategy did make the plasma 
proteins well prepared and separated. 

In conclusion, the quantitative plasma proteomics analysis 
provided a valuable impact for type 2 diabetes mellitus re-
search. Our quantitative proteomic approach has identified 
numerous previous reported plasma markers of type 2 diabe-
tes mellitus such as apolipoprotein A-I and ficolin-3. Addi-
tionally, we have presented several putative type 2 diabetes 
mellitus biomarkers which may be associated with the pro-
gression and development of the disease and has a potential 
to serve as a useful tool for monitoring the course of the dis-
ease. The potential of utilizing these markers for screening 
and treating type 2 diabetes mellitus warrants further investi-
gation. 

 

Figure 3. Percentage of plasma proteins identified from albumin 
and imunnoglobulin G depleted plasma by 2D-DIGE / MALDI-
TOF MS for type 2 diabetes mellitus according to their biological 
functions (A) and subcellular location (B). 
 

Figure 4. Representative images of the identified spots ((A) Zinc 
finger protein 221; (B) Ran-binding protein 6 / RanBP6; (C) Putative 
annexin A2-like protein; (D) Protein FAM46D) displaying type 2 
diabetes mellitus–dependent protein expression changes. The levels 
of these proteins were visualized by 2-DE images (top panels), three-
dimensional spot images (middle panels) and protein expression 
map (bottom panels). 
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5. Supplementary material 

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/44/0 
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ORIGINAL ARTICLE 

A novel phosphate-affinity bead with immobilized Phos-tag for separation 
and enrichment of phosphopeptides and phosphoproteins 
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1Department of Functional Molecular Science, Graduate School of Biomedical Sciences, Hiroshima University, Hiroshima, Japan. 
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A simple and efficient method was developed for separating and enriching phosphoproteins from crude biological samples containing solubil-
ized cellular proteins by immobilized zinc(II) affinity chromatography. The phosphate-binding site of the affinity gel is an alkoxide-bridged 
dinuclear zinc(II) complex, Phos-tag, which is linked to a hydrophilic vinylic polymer bead. A novel phosphate-affinity bead (Phos-tag 
Toyopearl) was prepared by reaction of N-hydroxysuccinimide-activated Toyopearl AF-Carboxy-650M gel with a 2-aminoethylcarbamoyl 
derivative of Phos-tag. Phosphopeptides were retrieved quantitatively and selectively on a µL-scale column at room temperature. The column 
was stable for long-term storage and could be reused many times. The technique was used to separate and enrich phosphoproteins from an 
epidermal growth factor-stimulated human epidermoid carcinoma A431 cell lysate. The operations necessary for 1-mL-scale open-column 
chromatography were conducted at a physiological pH during 1 h. The strong enrichment of the phosphoproteins into the eluted fraction was 
evaluated by gel electrophoresis, followed by Western blotting with Phos-tag Biotin and several antibodies, Pro-Q Diamond phosphoprotein 
gel staining, and mass spectrometry. 

Keywords: Affinity chromatography; Phosphopeptide; Phosphoprotein; Phosphoproteomics; Phosphorylation; Phos-tag. 

Abbreviations 

2-DE, two-dimensional gel electrophoresis; CBB, Coomassie Brilliant Blue; ECL, enhanced chemiluminescence; EGF, epidermal 
growth factor; HPLC, high-performance liquid chromatography; HRP, horseradish peroxidase; IEF, isoelectric focusing; IgG, 
immunoglobulin G; IMAC, immobilized metal ion affinity chromatography; MALDI-TOF, matrix-assisted laser desorp-
tion/ionization-time of flight; MES, 2-morpholin-4-ylethanesulfonic acid; MOAC, metal oxide affinity chromatography; MS, 
mass spectrometry; NHS, N-hydroxysuccinimide; PAGE, polyacrylamide gel electrophoresis; pI, isoelectric point; PVDF, 
poly(vinylidene difluoride); RIPA, radio-immunoprecipitation assay; SDS, sodium dodecyl sulfate; TFA, trifluoroacetic acid. 

1. Introduction 

Phosphorylation of proteins dramatically increases the di-
versity of genetically encoded proteins and plays a key role in 
regulating the function, localization, binding specificity, and 
stability of target proteins [1]. To evaluate the role of phos-
phorylation, it is necessary to identify phosphorylated amino 
acid residues, to analyze activities of kinases and phosphatas-
es, and to elucidate interactions among proteins. Therefore, 
techniques for the specific separation and enrichment of na-
tive phosphoproteins have attracted considerable interest in 

relation to studies on the phosphoproteome in the fields of 
biology and medicine.  

A number of studies have been reported on the enrichment 
of phosphoproteins from biological samples such as cell ly-
sates. The method that is most frequently used is affinity 
chromatography using immobilized antibodies to phosphory-
lated amino acids [2–4]. However, the antibody-based proce-
dure has a drawback in that it is incapable of comprehensive 
enrichment of phosphoproteins. Other widely accepted 
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methods are immobilized metal ion affinity chromatography 
(IMAC) [5] and metal oxide affinity chromatography 
(MOAC) [6], which provide more-comprehensive enrich-
ment. However, these techniques have a problem in that the 
solubility of proteins is reduced under the acidic conditions 
that are required in the workup for chromatography. These 
procedures are, however, generally useful for enriching phos-
phopeptides produced by digestion of phosphoproteins. Re-
cently, improvements in the specificity of IMAC/MOAC have 
been accomplished in a number of ways for mass spectrome-
try (MS)-based studies on the phosphoproteome [7–13]. 

In 2005, we reported a novel type of immobilized zinc(II) 
affinity chromatography, known as Zn(II)-IMAC, in which a 
phosphate-affinity gel, Phos-tag Agarose, is used for the sepa-
ration and enrichment of phosphoproteins and phosphopep-
tides [14]. The gel consists of biopolymer beads (cross-linked 
agarose) containing an immobilized alkoxide-bridged dinu-
clear zinc(II) complex {Phos-tag: 1,3-bis[bis(pyridin-2-
ylmethyl)amino]propan-2-olato dizinc(II) complex}. The 
Phos-tag molecule, which was synthesized to mimic the ac-
tive center of an alkaline phosphatase, acts as a phosphate-
binding tag molecule in aqueous solutions at neutral pH {e.g., 
Kd = 25 nM for the phenyl phosphate dianion [PhOP(=O)(O–

)2]} [15]. The anion selectivity indexes of the phenyl phos-
phate dianion against SO4

2–, CH3COO– (AcO–), Cl–, and the 
diphenyl phosphate monoanion [(PhO)2P(=O)O–] at 25 °C 
are 5.2 × 103, 1.6 × 104, 8.0 × 105, and >2 × 106, respectively. 
The characteristic of Phos-tag molecule permits a compre-
hensive enrichment of various biological phosphorylated 
compounds, providing a major advantage in obtaining in-
formation on intact native phosphoproteins present in com-
plex samples of cellular lysates [16,17]. However, the 
biopolymer beads are physically and chemically unstable, and 
they are therefore unsuitable for multiple use or long-term 
storage. 

To increase the opportunities for analyses of phosphopro-
teins in a range of applications (from, for example, processing 
of microvolume samples by column chromatography to high-
speed processing of high-volume samples in fast-flow rate 
liquid chromatography) [18,19], we have developed a more-
stable phosphate-affinity bead by using an amino-pendant 
Phos-tag molecule and a hydrophilic vinylic polymer gel 
(Toyopearl; Tosoh, Tokyo, Japan) [20–22]. We have also 
demonstrated the efficiency and advantages of our new 
method by using the phosphate-affinity beads (Phos-tag 
Toyopearl) to analyze phosphopeptides and phosphoproteins 
in model experiments. 

2. Material and methods 

2.1 Reagents  

Phos-tag Agarose [14,16,17] and Phos-tag Biotin [23–25] 
are commercially available from Wako Pure Chemical Indus-
tries, Ltd. (Osaka, Japan). Toyopearl AF-Carboxy-650M, a 
proprietary vinylic resin functionalized with pendant carbox-
yl groups, was purchased from Tosoh (Tokyo, Japan). Bovine 

β-casein, chicken egg white ovalbumin, epidermal growth 
factor (EGF), proteomics-grade trypsin, and PHOS-select 
Iron Affinity Gel were purchased from Sigma-Aldrich (St. 
Louis, MO, USA). Src peptide 521–533 and phosphorylated 
Src peptide 521–533 were purchased from CalBiochem (La 
Jolla, CA, USA). Phosphorylated PKC substrate, 4A/4B pep-
tide, insulin receptor 1142–1153, kinase domain of insulin 
receptor-2, and kinase domain of insulin receptor-5 were 
purchased from AnaSpec (San Jose, CA, USA). PKC substrate 
peptide was purchased from Stressgen (San Diego, CA, USA). 
[Ala-97]-RII 81–99 (PKA substrate), RII phosphopeptide 
(calcineurin substrate), MAP 177–189 pT/pY peptide, and 
EGFR 988–998 (PTP1B substrate) were purchased from Enzo 
Life Sciences (Plymouth Meeting, PA, USA). The ECL Ad-
vance Western Blotting Detection Kit, horseradish peroxidase 
(HRP)-conjugated anti-mouse immunoglobulin G (IgG) 
antibody, HRP-conjugated anti-rabbit IgG antibody, and 
HRP-conjugated streptavidin were purchased from GE 
Healthcare Bio-Sciences (Piscataway, NJ, USA). Pro-Q Dia-
mond phosphoprotein gel stain, SYPRO Ruby protein gel 
stain, and anti-pSer antibody were purchased from Invitro-
gen (Carlsbad, CA, USA). Anti-pMAPK1/2 antibody (clone 
12D4; against phosphorylated Thr202/Tyr204), anti-
MAPK1/2 antibody, anti-pShc antibody (against phosphory-
lated Tyr317), and anti-pErbB-2/HER-2 antibody (against 
phosphorylated Tyr1248) were purchased from Millipore 
(Billerica, MA, USA). Anti-pMAPK substrates (PXTP) anti-
body (clone 46G11) was purchased from Cell Signaling 
Technology (Danvers, MA, USA). A PhosphoProtein Purifi-
cation Kit was purchased from Qiagen (Hilden, Germany). 
Titansphere TiO was purchased from GL Sciences (Tokyo, 
Japan). A protein assay kit and the ReadyPrep 2-D Clean Up 
Kit were purchased from Bio-Rad Laboratories (Hercules, 
CA, USA). An EzApply 2D Kit and the first dimensional 
precast agarGEL (A-M310, pH 3–10) were purchased from 
Atto (Tokyo, Japan). 

2.2 Preparation of the immobilized Zn(II) Phos-tag Toyopearl 
affinity beads 

Phos-tag Toyopearl without any bound zinc(II) was pre-
pared by a condensation reaction between an amino-pendant 
Phos-tag ligand (75 μmol, Fig. 1) and Toyopearl AF-Carboxy-
650M (5.0 mL, ~100 μmol carboxyl group per mL of gel) by a 
similar method to that reported previously [14]. In the pres-
ence of 0.50 mmol N-hydroxysuccinimide (NHS;  1-
hydroxypyrrolidine-2,5-dione) and 0.50 mmol N-[3-
(dimethylamino)propyl]-N'-ethylcarbodiimide hydrochlo-
ride, the amide formation proceeded quantitatively, as evalu-
ated from an analysis of the amount of unbound Phos-tag 
molecule by high-performance liquid chromatography 
(HPLC) [eluent: 90% (v/v) aqueous HClO4 (pH 2) and 10% 
(v/v) CH3CN] at 254 nm. The unreacted NHS ester groups 
on the beads were hydrolyzed overnight in 0.10 M NaHCO3–
Na2CO3 (pH 10.5, 10 mL) to reform carboxylate groups. The 
beads were then washed five times with aqueous 50% (v/v) 
EtOH (10 mL) and five times with 10 mM 2-morpholin-4-
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ylethanesulfonic acid (MES)–NaOH (pH 6.0, 10 mL). Finally, 
the beads were incubated in a buffer solution of 10 mM 
MES–NaOH (pH 6.0, 10 mL) containing 0.10 M Zn(OAc)2 
for 1 h at room temperature to form the zinc(II)-bound 
beads. The resulting zinc(II)-bound beads were washed five 
times with 0.10 M Tris–AcOH (pH 7.4, 10 mL) containing 
20% (v/v) propan-2-ol, and the washed Phos-tag Toyopearl 
beads (15 µmol/mL-gel of Phos-tag) were stored as a 50% 
(v/v) slurry in the same buffer at 4 °C (see Figure 1).  

 

Figure 1. Preparation of Phos-tag Toyopearl, the novel Zn(II)-
IMAC bead, by using a Phos-tag derivative having a 2-
aminoethylcarbamoyl group (amino-pendant Phos-tag) and NHS-
activated Toyopearl AF-Carboxy-650M gel. 

2.3 Preparation of the lysed proteins from the cultured cells 

A431 human epidermoid carcinoma cell line was obtained 
from the Cell Resource Center for Biomedical Research, In-
stitute of Development, Aging, and Cancer at Tohoku Uni-
versity (Japan). The cells were grown in an RPMI1640 
medium containing 10% (v/v) fetal bovine serum, 100 
units/mL penicillin, and 100 µg/mL streptomycin under a 
humidified atmosphere of 5% CO2 and 95% air at 37 °C. The 
cells (7 × 106) were placed in the same medium on a 100-mm 
culture plate. When the cells had adhered to the plate, the 
medium was removed and replaced with serum-free medium. 
After incubation for 16 h, the cells were stimulated with 250 
ng/mL of EGF for 5 min. To terminate the stimulation, the 
medium was removed and the remaining cells were rinsed 
with Tris-buffered saline at room temperature. The saline was 
then removed and the culture plate was placed on ice. The 
cells were exposed to 0.30 mL of a cold radio-
immunoprecipitation assay (RIPA) buffer consisting of 50 
mM Tris–HCl (pH 7.4), 0.15 M NaCl, 0.25% (w/v) sodium 

deoxycholate, 1.0% (v/v) Nonidet P-40, 1.0 mM EDTA, 1.0 
mM phenylmethanesulfonyl fluoride, 1.0 µg/mL aprotinin, 
1.0 µg/mL leupeptin, 1.0 µg/mL pepstatin, 1.0 mM Na3VO4, 
and 1.0 mM NaF. The plate was gently rocked for 15 min on 
ice, and the adherent cells were then removed from the plate 
with a cell scraper. The resulting suspension was transferred 
to a microcentrifuge tube. The plate was washed with 0.20 mL 
of an RIPA buffer, and the washing solution was combined 
with the first suspension in the microcentrifuge tube. The 
mixed sample was incubated for 60 min on ice and then cen-
trifuged at 10,000 g for 10 min at 4 °C. The supernatant fluid 
was used as the cell lysate. The concentration of solubilized 
proteins was adjusted to 2.0 mg/mL by dilution with an ap-
propriate amount of the RIPA buffer. Quantification of pro-
teins was performed by using a Bio-Rad protein assay kit and 
a Biotrak II microplate reader (GE Healthcare Bio-Sciences). 
The lysed protein samples were subjected to phosphate-
affinity chromatography with a spin column and with an 
open column as described below in Sections 2.4 and 2.12. 

2.4 Phosphate-affinity chromatography with a spin column 

Phos-tag Toyopearl beads (a 50-µL bed of compressed gel) 
were placed in a sample reservoir (an Ultrafree-MC centrifu-
gal filter unit; Millipore). The filter unit was centrifuged at 
2000 g for 20 s to remove the storage buffer [0.10 M Tris–
acetic acid (AcOH) (pH 7.5) containing 20% (v/v) propan-2-
ol], and the supernatant was discarded. To form the zinc(II)-
bound Phos-tag Toyopearl beads, a balancing buffer (0.10 
mL) was placed in the sample reservoir. For separation of 
protein samples, the balancing buffer consisted of 0.10 M 
Tris–AcOH (pH 7.5), 0.50 M NaOAc, and 10 µM Zn(OAc)2, 
whereas for the separation of peptide samples, it consisted of 
10 Mm MES–NaOH (pH 6.0), 0.10 M NaCl, 1.0 mM disodi-
um oxalate, and 10 µM Zn(OAc)2. The filter unit was centri-
fuged at 2000 g for 20 s, and the supernatant buffer was 
discarded. A binding/washing buffer (0.10 mL) was placed in 
the sample reservoir. For the separation of protein samples, 
the binding/washing buffer consisted of 0.10 M Tris–AcOH 
(pH 7.5) and 0.50 M NaOAc, whereas for the separation of 
peptide samples it consisted of 10 mM MES–NaOH (pH 6.0), 
0.10 M NaCl, and 1.0 mM disodium oxalate. The unit was 
then centrifuged at 2000 g for 20 s and the supernatant buffer 
was discarded; this washing operation was repeated twice. 

For the preparation of the sample of proteins, the EGF-
stimulated A431 cell lysate (20 µg proteins in 10 µL of an 
RIPA buffer) was diluted with 40 µL of the binding/washing 
buffer for separation of phosphoproteins. For the preparation 
of the sample of peptides, commercially available peptides 
(5.0 nmol phosphopeptides and 5.0 nmol nonphosphopep-
tides) were dissolved in the binding/washing buffer for sepa-
ration of phosphopeptides (0.10 mL). Each sample solution 
was added to the sample reservoir and allowed to incubate for 
5 min. Next, the filter unit was centrifuged at 2000 g for 20 s, 
and the filtrate was collected as a flow-through fraction. 
Binding/washing buffer (0.10 mL) was then added to the 
sample reservoir to wash the Phos-tag Toyopearl beads. The 
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filter unit was again centrifuged at 2000 g for 20 s, and the 
filtrate was collected as a washing fraction containing un-
bound proteins/peptides. For the separation of the protein 
sample, this washing operation was repeated twice, and the 
filtrate was collected as washing fractions, whereas for separa-
tion of the peptide sample, the washing operation was repeat-
ed three times, and the filtrate was collected as washing 
fractions. The flow-through and washing fractions were com-
bined and used for subsequent analysis. 

To elute the gel-bound proteins or peptides, an elution 
buffer (0.10 mL) was added to the sample reservoir. For pro-
teins, the elution buffer consisted of 0.10 M Tris–AcOH (pH 
7.5), 1.0 M NaCl, and 10 mM NaH2PO4–NaOH (pH 7.5), 
whereas for peptides it consisted of 0.10 M NaH2PO4–NaOH 
(pH 7.5). The filter unit was centrifuged at 2000 g for 20 s, 
and the filtrate was collected as an elution fraction. For the 
separation of the protein sample, the eluting operation was 
repeated twice, and the filtrate (0.20 mL) was collected as two 
elution fractions, whereas for the separation of the peptide 
sample, the eluting operation was repeated four times. In the 
case of separation of the protein sample, to analyze the pro-
teins remaining in the column, a column-washing buffer 
(0.10 mL) consisting of 0.10 M Tris–AcOH (pH 7.5), 1.0% 
(w/v) sodium dodecyl sulfate (SDS), and 10 mM EDTA was 
added to the sample reservoir. The unit was heated for 5 min 
at 95 °C and then centrifuged at 2000 g for 20 s. The filtrate 
was collected as a column-washing fraction that contained 
the residual proteins from the column. Each fraction was 
desalted and condensed by using a Microcon YM-10 centrif-
ugal filter unit (Millipore) and then dissolved in 20 µL of 
distilled water. The resulting solution was divided into two 
fractions of 10 µL each. One of these fractions was analyzed 
by SDS-polyacrylamide gel electrophoresis (PAGE) with SY-
PRO Ruby gel staining and the other was analyzed by SDS-
PAGE with Western blotting. In the case of the separation of 
the peptide sample, all the fractions were analyzed by re-
versed-phase HPLC to estimate the relative recovery of the 
peptides. All the spin column chromatography operations 
were performed at room temperature. 

2.5 Reversed-phase HPLC 

HPLC for analysis of peptides was performed by using a 
Tosoh LC-8020 Model II multi-station with a CO-8020 col-
umn oven (at 40 °C), a UV-8020 UV detector (at 215 nm), 
two DP-8020 pumps (operating at a flow speed of 1.0 
mL/min), an AS-8021 auto sampler, and a Shiseido reversed-
phase column (CAPCELL PAK C18 UG80 S-5, 4.6 mm I.D. × 
150 mm) (Tokyo, Japan). The HPLC analysis was conducted 
by gradient elution with an aqueous solution [from 95% to 
60% (v/v)] of 0.10% (v/v) trifluoroacetic acid (TFA) and a 
CH3CN solution [from 5% to 40% (v/v)] of 0.10% (v/v) TFA 
for 30 min. The HPLC retention times of each peptide are as 
follows: phosphorylated PKC substrate, 6.7 min; kinase do-
main of insulin receptor-5, 9.4 min; phosphorylated Src pep-
tide 521–533, 13.4 min; kinase domain of insulin receptor-2, 
14.5 min; PKC substrate peptide, 15.6 min; insulin receptor 

1142–1153, 17.1 min; Src peptide 521–533, 17.5 min; EGFR 
988–998, 18.1 min; MAP 177–189 pT/pY peptide, 21.7 min; 
RII phosphopeptide, 26.7 min; 4A/4B peptide, 27.1 min; and 
[Ala-97]-RII 81–99, 27.7 min. 

2.6 SDS-PAGE 

SDS-PAGE, conducted according to the Laemmli’s method 
[26], was usually performed at 35 mA/gel and room tempera-
ture in a 1-mm-thick, 9-cm-wide, and 9-cm-long gel on a 
PAGE apparatus (AE6500; Atto). The gel consisted of a stack-
ing gel [4.0% (w/v) polyacrylamide, 125 mM Tris–HCl (pH 
6.8), and 0.10% (w/v) SDS] and a separating gel [7.5–12.5% 
(w/v) polyacrylamide, 375 mM Tris–HCl (pH 8.8), and 0.10% 
(w/v) SDS]. The acrylamide stock solution was prepared as a 
29:1 (w/w) mixture of acrylamide and N,N'-
methylenebisacrylamide. The electrophoresis running buffer 
(pH 8.4) consisted of 25 mM Tris and 192 mM glycine con-
taining 0.10% (w/v) SDS. Each sample was prepared by mix-
ing the separated fraction with half its volume of an SDS-
PAGE loading buffer consisting of 195 mM Tris–HCl (pH 
6.8), 9.0% (w/v) SDS, 15% (v/v) 2-mercaptoethanol, 30% 
(v/v) glycerol, and 0.10% (w/v) bromophenol blue [4,4'-(1,1-
dioxido-3H-2,1-benzoxathiole-3,3-diyl)bis(2,6-
dibromophenol)]. All the samples were heated for 5 min at 95 
°C before they were loaded onto the gel. 

2.7 Western blotting 

The SDS-PAGE gel was electrotransferred to a 
poly(vinylidene difluoride) (PVDF) membrane (Fluorotrans 
W; Nihon Pall, Tokyo, Japan) for 1 h at 100 V by using a 
Mini Trans-Blot Electrophoretic Transfer Cell (Bio-Rad La-
boratories) as a blotting system. The gel was soaked in a solu-
tion containing 25 mM Tris, 192 mM glycine, and 10% (v/v) 
MeOH for 10 min. The protein-blotted PVDF membrane was 
steeped in a solution containing 10 mM Tris–HCl (pH 7.5), 
0.10 M NaCl, and 0.10% (v/v) Tween 20 (TBS-T solution) for 
1 h, and then blocked with a solution of 1.0% (w/v) bovine 
serum albumin in TBS-T for 1 h. The membrane was probed 
separately with anti-MAPK1/2 antibody, anti-pMAPK1/2 
antibody, anti-pSer antibody, anti-pMAPK substrates (PXTP) 
antibody, anti-pShc antibody, and anti-pErbB-2/HER-2 anti-
body. The membrane was then probed with HRP-conjugated 
anti-mouse IgG antibody for detection of the anti-pMAPK 
antibody, and with HRP-conjugated anti-rabbit IgG antibody 
for detection of the other primary antibodies. The enhanced 
chemiluminescence (ECL) signals were detected by means of 
an ECL Advance Western Blotting Detection Kit and were 
observed by using an LAS 3000 image analyzer (Fujifilm, 
Tokyo, Japan). For comprehensive detection of phosphopro-
tein, we prepared a complex of Phos-tag Biotin and HRP-
conjugated streptavidin as described previously [24]. The 
membrane was probed with the complex for 30 min without 
blocking, and then washed twice with TBS-T at room tem-
perature for 5 min each time. The ECL signal was detected as 
described above. 
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2.8 Tryptic digestion of β-casein 

Bovine β-casein was subjected to tryptic digestion in a 
mixed solution of 1.0 mg β-casein in distilled water (0.10 mL) 
and 0.10 M NH4HCO3 (pH 8.1, 0.40 mL) containing 20 µg of 
proteomics-grade trypsin for 12 h at 37 °C. The trypsin and 
other large molecules (>10,000 Da) were removed by ultrafil-
tration through a Microcon YM-10 ultrafilter unit at 14,000 g 
for 40 min. An aqueous solution (0.20 mL) of 0.10% (v/v) 
TFA was then added to the ultrafiltration unit, and ultrafiltra-
tion was performed again as described above. The resulting 
filtrates were combined (~1.0 mL) and a 10-µL aliquot of the 
filtrate containing ~10 µg β-casein digest was freeze-dried 
and stored below 0 °C. The tryptic digestion samples were 
subjected to phosphate-affinity chromatography on a pipette 
microtip column as described below (Section 2.10). 

2.9 In-gel tryptic digestion of ovalbumin 

The SDS-PAGE gel bands for ovalbumin (total ~10 µg) 
were excised with a razor blade and cut into approximately 1–
2 mm3 pieces. The pieces were placed in a microcentrifuge 
and destained by washing with 0.10 M NH4HCO3 (pH 8.1) 
containing 50% (v/v) CH3CN (0.50 mL) for 30 min. The 
waste was discarded and the washing step was repeated three 
times. The sample proteins were reduced with 0.10 M 
NH4HCO3 (pH 8.1) containing 10 mM EDTA and 10 mM 
dithiothreitol (DTT; 1,4-dimercaptobutane-2,3-diol) (0.50 
mL) for 15 min, and the waste was discarded. The samples 
were also alkylated with 0.10 M NH4HCO3 (pH 8.1) contain-
ing 10 mM EDTA and 0.10 M acrylamide (0.50 mL) for 15 
min, and the waste was discarded. The gel pieces were washed 
with 10% (v/v) AcOH containing 50% (v/v) CH3OH (0.50 
mL) for 40 min with intense mixing, and the waste was dis-
carded. The washing step was repeated four times. The gel 
pieces were then incubated with 0.10 M NH4HCO3 (pH 8.1, 
0.50 mL) for 10 min, and the waste was discarded. The gel 
pieces were shrunk with CH3CN (0.50 mL) for 10 min, and 
the waste was discarded. The shrunken gel pieces were com-
pletely freeze-dried for 15 min, and the dried gel pieces were 
swollen in 50 µL of trypsin solution [0.10 M NH4HCO3 (pH 
8.1) containing 2.5 µg proteomics-grade trypsin] then incu-
bated for 15 min at 37 °C. The incubated gel pieces were 
washed with 0.10 M NH4HCO3 (pH 8.1, 0.25 mL) then incu-
bated again in an identical trypsin solution for 12 h at 37 °C. 
The tryptic digest was extracted from the gel pieces by ultra-
sonication in 0.10% (v/v) aqueous TFA containing 50% (v/v) 
CH3CN for 15 min and then in 0.10% (v/v) aqueous TFA 
containing 70% (v/v) CH3CN for 15 min. The extracted frac-
tion containing ~10 µg ovalbumin digest was freeze-dried 
and stored at below 0 °C. The tryptic digestion samples were 
subjected to phosphate-affinity chromatography with a pi-
pette microtip column as described below (Section 2.10). 

2.10 Phosphate-affinity chromatography for phosphopeptides 
with a pipette microtip column 

A chromatographic microtip column for enrichment of 
phosphopeptides for subsequent MS analysis was prepared as 

follows (see Fig. 4A). The end (~25 mm) of a GELoader tip 
(Eppendorf Japan, Tokyo, Japan) was cut off and then the 
bottom of the microtip was packed with a custom-made sin-
tered plastics filter (Nichiryo, Koshigaya, Japan). The tip was 
loaded with Phos-tag Toyopearl beads (~10 µL bed of com-
pressed gel) and then another sintered plastics filter was 
packed on top of the beads. The resulting microtip column 
(the Phos-tag tip) was attached to a 20-µL micropipettor (for 
example, a Gilson P-20; Middleton, WI, USA). The plunger 
of the micropipettor was gently depressed and released dur-
ing the analytical processes. First, the storage buffer was dis-
carded. To form the zinc(II)-bound Phos-tag Toyopearl 
beads, a balancing buffer (20 µL) consisting of 10 mM MES–
NaOH (pH 6.0), 0.10 M NaCl, 1.0 mM disodium oxalate, and 
10 µM Zn(OAc)2 was aspirated into the pipette microtip col-
umn and then dispensed; the waste was discarded. The col-
umn was washed with a binding/washing buffer (20 µL) 
consisting of 10 mM MES–NaOH (pH 6.0), 0.10 M NaCl, 1.0 
mM disodium oxalate, and 20% (v/v) CH3CN. This washing 
operation was repeated three times. Protein tryptic digests (β-
casein or ovalbumin, each 10 µg) were dissolved in the bind-
ing/washing buffer (20 µL). The sample solution was aspirat-
ed into the column, and the plunger of the micropipettor was 
then depressed and gently released. This pipetting operation 
was repeated ten times to ensure maximal binding of the 
phosphopeptides, and then the waste was discarded. Next, the 
column was washed with the binding/washing buffer (20 µL) 
and the waste was discarded. This washing operation was 
repeated five times. To elute the gel-bound peptides, an elu-
tion solution (20 µL) consisting of 1.0% (v/v) aqueous TFA 
was aspirated, dispensed, released, and finally collected as an 
elution fraction. This eluting operation was repeated five 
times, and all the fractions were combined and analyzed by 
matrix-assisted laser desorption/ionization–time of flight 
(MALDI-TOF) MS. All the operations involved in the pipette 
microtip column chromatography were performed at room 
temperature. 

2.11 MALDI-TOF MS analysis 

The elution fraction containing phosphopeptides, obtained 
by using a Phos-tag tip as described above, was desalted and 
concentrated by using a ZipTip-C18 (Millipore). MALDI-
TOF mass spectra (positive linear mode) were obtained on a 
Voyager RP-3 BioSpectrometry Work Station (PerSeptive 
Biosystems; Framingham, MA, USA) equipped with a nitro-
gen laser (337 nm, 3-ns pulse). A saturated solution of (2E)-2-
cyano-3-(4-hydroxyphenyl)acrylic acid (10 mg/mL) in an 
aqueous solution containing 0.10% (v/v) TFA and 33% (v/v) 
CH3CN was used as the matrix. The sample solution (2.0 µL) 
applied to the MS plate was immediately mixed with the ma-
trix solution (1.0 µL), then dried completely. Each mass spec-
trum was produced by accumulating data from 128 laser 
shots. Time-to-mass conversion was performed by means of 
external calibration using [M + H]+ peaks for two peptides, 
angiotensin I (m/z 1297.51) and adrenocorticotropin hor-
mone/corticotropin-like intermediate lobe peptide 7–38 (m/z 
3660.19). 
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2.12 Open-column phosphate-affinity chromatography for 
phosphoproteins 

The bottom filter of a polypropylene column (Qiagen) was 
washed with 20% (v/v) propan-2-ol and the column was then 
loaded with Phos-tag Toyopearl beads [~2.0 mL of 50% (v/v) 
suspension] to form a 1.0-mL bed of compressed gel. The gel 
was washed with 2.0 mL of a binding/washing buffer consist-
ing of 0.10 M Tris–AcOH (pH 7.5) and 0.50 M NaOAc to 
remove the storage buffer. To form the zinc(II)-bound Phos-
tag Toyopearl beads, 2.0 mL of a balancing buffer consisting 
of 0.10 M Tris–AcOH (pH 7.5), 0.50 M NaOAc, and 10 µM 
Zn(OAc)2 was placed in the column, and the mixture was 
incubated for 5 min. The column was then washed with the 
binding/washing buffer (5.0 mL) to remove excess Zn(OAc)2. 
The cell lysate from the EGF-stimulated cultured cells (0.50 
mg proteins dissolved in 0.25 mL of an RIPA buffer) was 
diluted with 1.0 mL of the binding/washing buffer. The sam-
ple solution (1.25 mL) was applied to the gel and then a flow-
through fraction containing unbound proteins was collected. 
Next, the binding/washing buffer (5.0 mL) was loaded, and a 
washing fraction was collected. The flow-through and wash-
ing fractions were combined and used for subsequent anal-
yses. To elute the gel-bound proteins, an elution buffer (5.0 
mL) consisting of 0.10 M Tris–AcOH (pH 7.5), 1.0 M NaCl, 
and 10 mM NaH2PO4–NaOH (pH 7.5) was placed in the 
column. Each fraction was desalted and condensed by using a 
Microcon YM-10 centrifugal filter unit and then dissolved in 
distilled water (0.20 mL). The recovery of proteins in each 
concentrated fraction was estimated by using a Bio-Rad pro-
tein assay kit as described above. All the open-column chro-
matography operations were performed at room 
temperature. 

2.13 Two-dimensional gel electrophoresis (2-DE) 

The protein samples were purified by using a ReadyPrep 2-
D Clean Up Kit. The purified samples were resolved in the 
loading buffer supplied with an EzApply 2D Kit and then 
treated with the alkylation solution with the same kit for 10 
min. The sample solution (0.10 mg protein, 20 µL) was ap-
plied onto an agarGEL (pH 3–10, 25-mm diameter and 75-
mm long), and layered 10 µL of 2.0 M urea. The anode buffer 
was 10 mM H3PO4, and the cathode buffer was 0.20 M 
NaOH. Isoelectric focusing (IEF) was performed using an 
Atto AE-6540 at 300 V for 210 min. After electrophoresis, the 
agarGEL was steeped in 2.5% (w/v) trichloroacetic acid for 3 
min twice, next in distilled water for 3 min twice, and then in 
distilled water for more than 2 h. Finally, the agarGEL was 
steeped in 0.25 M Tris–HCl (pH 6.8) buffer containing 2.5% 
(w/v) SDS and 0.10% (w/v) bromophenol blue, then immobi-
lized on the top of the SDS-PAGE gel with the same buffer 
containing 1.0% (w/v) agarose. SDS-PAGE was performed as 
described above. 

2.14 Staining of the gel with Pro-Q Diamond, SYPRO Ruby, 
and Coomassie Brilliant Blue 

The SDS-PAGE gel was fixed in an aqueous solution con-

taining 50% (v/v) MeOH and 10% (v/v) AcOH for 30 min 
twice. To stain the phosphoproteins with Pro-Q Diamond, 
the fixed gels were washed three times in distilled water for 30 
min each time, then incubated with Pro-Q Diamond phos-
phoprotein gel stain for 3 h, and finally washed in 50 mM 
NaOAc–AcOH (pH 4.0) buffer containing 20% (v/v) CH3CN 
for 3 h. For SYPRO Ruby staining, fixed gels or Pro-Q Dia-
mond-stained gels were incubated with SYPRO Ruby protein 
gel stain for 2 h then washed in 10% (v/v) MeOH and 7.0% 
(v/v) AcOH for 2 h. For Coomassie Brilliant Blue (CBB) 
staining, fixed gels or SYPRO Ruby-stained gels were incu-
bated with a CBB solution [0.10% (w/v) CBB, 10% (v/v) 
AcOH, and 40% (v/v) MeOH] for 1 h, and then washed in an 
aqueous solution containing 10% (v/v) MeOH and 7.0% (v/v) 
AcOH until the background was clear. Fluorescence images 
of the gel were acquired on an FLA 5000 laser scanner (Fuji-
film). An LAS 3000 image analyzer was used for the observa-
tion of CBB-stained gel. 

3. Results and Discussion 

3.1 Affinity spin column chromatography for phosphopep-
tides 

To determine the optimal binding/washing conditions for 
the separation of peptides in phosphate-affinity chromatog-
raphy using Phos-tag Toyopearl, we adopted a spin column 
method (50-μL gel scale) using twelve commercially available 
neutral, acidic, and basic peptides, some of which were phos-
phorylated; these are listed in Table 1.  

Table 2 shows the effects of the pH of the binding/washing 
buffer and of additional salts in the buffer on separation of 
phosphopeptides and nonphosphopeptides. A mixture con-
taining 5.0 nmol each of [Ala-97]-RII 81–99 (No. 4), RII 
phosphopeptide (No. 5), PKC substrate peptide (No. 7), 
phosphorylated PKC substrate (No. 8), and 4A/4B peptide 
(No. 9) was applied. After spin column chromatography, the 
relative recovery of sample peptides in each fraction was de-
termined by reversed-phase HPLC analysis. Some bind-
ing/washing buffer conditions were examined. We selected 
buffer pH values of 7.4 (0.10 M Tris–AcOH) and 6.0 (10 mM 

Table 1. Amino acid sequences of the phosphopeptides and non-
phosphopeptides. Phosphorylated amino acids are underlined. 
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MES–NaOH). To prevent nonspecific binding to the phos-
phate-affinity beads, 0.10 M NaCl or 0.10 M NaOAc was 
added to the buffer solutions. The separation results in terms 
of the percentage recovery of each peptide in the elution frac-
tions are shown in Table 2A. In buffer systems with a pH of 
6.0 (entries c and d), the elution fraction contained a greater 
proportion of phosphopeptides (Nos. 5 and 8) and a smaller 
proportion of nonphosphopeptides (Nos. 4, 7, and 9) than 
did the buffer systems with a pH of 7.4 (entries a and b). In 
particular, the nonspecific binding of acidic peptide (No. 9) 
decreased to only 3% in a buffer system of pH 6.0 containing 
NaOAc (entry d), and the separation was markedly im-
proved. The acidic peptides are in many cases the most criti-
cal factor in the enrichment of phosphopeptides. In this case, 
the presence of an excess of acetate anion and lower pH 
should competitively inhibit nonspecific binding between the 
carboxylate groups of the peptides and Phos-tag. To observe 
the effects of other additional salts, F3CCO2Na, NaOAc, and 
disodium oxalate were added to the 10 mM MES–NaOH 
buffer (pH 6.0). The separation results in terms of the per-
centage recovery of each peptide in the elution fractions are 
shown in Table 2B. In buffer systems containing 0.10 M 
F3CCO2Na (entry a) or 0.10 M NaOAc (entry b), a considera-
ble degree of nonspecific binding of peptide No. 9 was ob-
served in the elution fractions (57% and 67%, respectively). 
When the concentration of F3CCO2Na was increased to 0.25 
M, specific binding of phosphopeptides was decreased (data 
not shown). In the buffer system containing disodium oxalate 
(entry c), an oxalate concentration of the order of only mM 
(5.0 mM of disodium oxalate) had a marked effect in prevent-
ing nonspecific binding of peptide No. 9, but had no effect on 
peptide No. 7. In the buffer system that contained both 1.0 
mM disodium oxalate and 0.10 M NaCl (entry d), the separa-
tion was improved compared with that in the 10 mM MES–
NaOH buffer (pH 6.0) containing 0.10 M NaOAc (see entry d 
in Table 2A). These findings showed that the most effective 

binding/washing buffer system for the separation of phos-
phopeptides by phosphate-affinity chromatography on Phos-
tag Toyopearl in this model study consisted of 10 mM MES–
NaOH (pH 6.0) containing 0.10 M NaCl and 1.0 mM disodi-
um oxalate. 

 Next, we examined the optimal elution conditions for 
phosphate-affinity chromatography using the same spin col-
umn method and a triphosphorylated peptide, kinase domain 
of insulin receptor-5 (No. 3, Table 1). A higher concentration 
of phosphate in the elution buffer was required to elute the 
triphosphorylated peptide. The relative recovery of peptide 
No. 3 in each fraction from spin column chromatography was 
determined by reversed-phase HPLC analysis. Some eluent 
systems were found to be suitable for separation of phospho-
peptides on Phos-tag Toyopearl. One was 0.10 M to 0.20 M 
NaH2PO4–NaOH (pH 7.4) as a neutral pH eluent. Others 
were volatile acidic solutions, such as aqueous 0.50% (v/v) 
TFA, or basic solutions, such as aqueous 2.0 M NH3. Fur-
thermore, we succeeded in separating a triphosphopeptide 
from a monophosphopeptide (kinase domain of insulin re-
ceptor-2; peptide No. 2, Table 1) present in 5.0 nmol amounts 
by stepwise elution with two kinds of phosphate buffer (Fig. 
2). Elution was conducted with 1.0 mM NaH2PO4–NaOH 
(pH 7.4) (repeated six times, fractions 1–6) and with 0.10 M 
NaH2PO4–NaOH (pH 7.4) (repeated four times, fractions 7–
10). Neither the flow-through fraction nor the washing frac-
tion contained both phosphopeptides. Fractions 1–6 con-
tained almost all the monophosphopeptide (recovery 99%, 
purity 96%) and fractions 7–10 contained almost the triphos-
phopeptide (recovery 96%, purity 99%). The total time re-
quired to complete the procedure shown in Fig. 2 was less 
than 30 min. 

Table 2. Effects of pH values and additional salts in the bind-
ing/washing processes on the separation of phosphopeptides and 
nonphosphopeptides by affinity spin column chromatography using 
Phos-tag Toyopearl. 

 

 

Figure 2. Relative recoveries of a monophosphopeptide (kinase 
domain of insulin receptor-2, see entry 2 in Table 1) and of a tri-
phosphopeptide (kinase domain of insulin receptor-5, see entry 3 
in Table 1) by affinity spin column chromatography using Phos-tag 
Toyopearl. Stepwise elution with NaH2PO4–NaOH (pH 7.4) from 
1.0 mM (fractions Nos. 1–6) to 0.10 M (Nos. 7–10) was performed. 
Open and closed bars represent the recovery values of mono- and 
triphosphorylated peptide, respectively. 
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3.2 Comparison of novel Zn(II)-IMAC using Phos-tag 
Toyopearl with other methods 

To evaluate the performance of the novel Zn(II)-IMAC us-
ing Phos-tag Toyopearl, we  compared Phos-tag-based phos-
phate-affinity chromatography with other existing methods 
in the analysis of a sample mixture of twelve peptides (5.0 
nmol of each peptide), as described above (Table 1). Phos-tag 
Agarose (Wako Pure Chemical), PHOS-select Iron Affinity 
Gel (Sigma-Aldrich), PhosphoProtein Purification Kit (Qi-
agen), and Titansphere TiO (GL Sciences) were used as ob-
jects for comparison, and we adopted the spin column 
procedure (50-μL gel scale). Figure 3 shows HPLC chromato-
grams for the mixture of peptides before separation (upper), 
for the flow-through/washing fractions (center), and for the 
eluted fractions (lower). The underlined numbers correspond 
to phosphopeptides. The results for the separation of phos-
phopeptides by the novel Zn(II)-IMAC using Phos-tag 
Toyopearl are shown in Fig. 3A. In the chromatographic 
separation, a binding/washing buffer consisting of 10 mM 
MES–NaOH (pH 6.0) containing 0.10 M NaH2PO4–NaOH 
(pH 7.4). In the flow- through/washing fraction, phospho-
peptides No. 5 and No. 8 showed slight leakages, but all the 
nonphosphopeptides were washed out from the column, and 
only phosphopeptides were observed in the eluted fraction. 
The recovery of phosphopeptides was nearly 100% except in 
the cases of No. 5 and No. 8. 

The results obtained by using Phos-tag Agarose areshown 
in Fig. 3B. A binding/washing buffer of 10 mM MES–NaOH 
(pH 6.0) containing 0.10 M NaCl and 5.0 mM disodium oxa-
late and an elution buffer consisting of 0.10 M NaH2PO4–
NaOH (pH 7.4) were used. A higher concentration of oxalate 
in the binding/washing buffer was required to perform quali-
ty chromatography. The chromatograms are almost the same 
as those shown in Fig. 3A. Therefore, in the separation of 
phosphopeptides,  Phos-tag Agarose provided a degree of 
selection similar to that of Phos-tag Toyopearl. 

 The results obtained by using the Sigma-Aldrich beads are 
shown in Fig. 3C. These beads consist of a matrix of agarose 
on which the active metal center is mono-Fe(III). A bind-
ing/washing buffer of 0.25 M AcOH (pH 2.7) containing 30% 
(v/v) CH3CN, and an elution buffer of 0.20 M NaH2PO4–
NaOH (pH 7.4) were used according to the standard protocol 
suggested by Sigma-Aldrich. The elution fraction contained 
not only phosphopeptides but also a small amount of the 
acidic peptide No. 9 (7%). The relative recovery of phospho-
peptides (49% of No. 11, 88% of No. 2, and 70% of No. 12) 
was inferior to that achieved with Zn(II)-IMAC using Phos-
tag Toyopearl. In addition, this method requires acidic pH 
conditions in the binding/washing process, and is therefore 
not suitable for the separation of native phosphoproteins. 

The results achieved with the Qiagen beads are shown in 
Fig. 3D. The binding/washing buffer (pH 6.0) and the elution 
buffer (pH 7.4) supplied with the kit were used. In the elution 
fraction, phosphopeptides were observed exclusively. Howev-
er, the relative recovery of phosphopeptides was inferior to 
that achieved with the Phos-tag Toyopearl beads. 

The results obtained with GL Sciences beads are shown in 
Fig. 3E. The beads consist of spherical particles of titanium 
dioxide (TiO2). A binding/washing solution of aqueous 0.10% 
(v/v) TFA containing 0.30 g/mL lactic acid and 80% (v/v) 
CH3CN, and both solutions of 0.20 M NaH2PO4–NaOH (pH 
7.4) and aqueous 2.0 M NH3 were used for elution in accord 
with a previous report [11]. Phosphopeptides were found in 
the eluent, together with small amounts of nonphosphopep-
tides (6% of No. 1, 12% of No. 9, and 5% of No. 4). The rela-
tive recovery of phosphopeptides was excellent. This method 
requires an acidic pH during the binding/washing process 
(pH 1.3) and, like the method using the PHOS-select Iron 
Affinity Gel, cannot therefore be used to separate native 
phosphoproteins. Furthermore, this method suffers from a 

 

Figure 3. Comparison with other existing techniques. Phosphopep-
tides were separated from a mixture of twelve peptides (see Table 1) 
by affinity spin column chromatography using Phos-tag Toyopearl 
(A), Phos-tag Agarose (B), PHOS-select Iron Affinity Gel (C), Phos-
phoProtein Purification Kit (D), and Titansphere TiO (E). The pep-
tides mixture prior to loading on each resin (upper chromatograms), 
in the flow-through/washing fraction (middle chromatograms), and 
in the elution fractions (lower chromatograms) were analyzed by 
reversed-phase HPLC. The underlined numbers correspond to 
phosphopeptides. 
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problem in the HPLC analysis: Because the flow-
through/washing fraction (the high viscosity of the mixture) 
contained large amounts of lactic acid, the HPLC elution 
process of the acid with a eluent consist of aqueous 0.10% 
(v/v) TFA and 1.0% (v/v) CH3CN for 20 min was necessary 
before the peptide analysis as described in the Methods sec-
tion. 

We have therefore demonstrated that our new method for 
analyzing phosphopeptides by using Phos-tag Toyopearl has 
advantages over other existing methods. 

3.3 Affinity pipette microtip column chromatography for phos-
phopeptides 

We developed a pipette microtip column filled with the 
Phos-tag Toyopearl beads (Phos-tag tip; 10-μL gel scale, see 
Fig. 4A), and we demonstrated its use in the separation of 
small amounts of phosphopeptides from a protein tryptic 
digest for subsequent MALDI-TOF/MS analysis. The tryptic 
digest of β-casein and in-gel tryptic digest of ovalbumin were 
used as the first model samples (each 10 µg). A bind-
ing/washing buffer of 10 mM MES–NaOH (pH 6.0) contain-
ing 0.10 M NaCl, 1.0 mM disodium oxalate, and 20% (v/v) 
CH3CN, and an elution solution of 1.0% (v/v) aqueous TFA 
were used in the chromatographic process. The total time 
required to complete the microchip column chromatography 
and desalting procedures was less than 30 min. 

Two phosphopeptides were obtained from the tryptic di-
gest of β-casein. One was a monophosphopeptide consisting 
of 16 residues (Phe33-Gln-pSer-Glu-Glu-Gln-Gln-Gln-Thr-
Glu-Asp-Glu-Leu-Gln-Asp-Lys48, P1), and the other was a 
tetraphosphopeptide consisting of 25 residues (Arg16-Glu-
Leu-Glu-Glu-Leu-Asn-Val-Pro-Gly-Glu-Ile-Val-Glu-pSer-
Leu-pSer-pSer-pSer-Glu-Glu-Ser-Ile-Thr-Arg40, P2). In the 
mass spectrum of the tryptic digest of β-casein before the 
separation, no peaks for the phosphopeptides were detected 
(data not shown). Figure 4B shows a typical mass spectrum of 
the elution fraction (β-casein). We detected two peaks and we 
were able to identify the P1 monophosphopeptide (33–48; 
m/z = 2062.9) and P2 tetraphosphopeptide (16–40; m/z = 
3124.8). 

Similarly, we obtained two monophosphopeptides from the 
in-gel tryptic digest of ovalbumin separated by SDS-PAGE. 
One consisted of 23 residues (Leu62-Pro-Gly-Phe-Gly-Asp-
pSer-Ile-Glu-Ala-Gln-Cys-Gly-Thr-Ser-Val-Asn-Val-His-
Ser-Ser-Leu-Arg84) and the other consisted of 20 residues 
(Glu340-Val-Val-Gly-pSer-Ala-Glu-Ala-Gly-Val-Asp-Ala-Ala-
Ser-Val-Ser-Glu-Glu-Phe-Arg359). The Cys73 residue was al-
kylated with acrylamide during the process of in-gel diges-
tion. In the mass spectrum of the tryptic digest of ovalbumin, 
no peaks corresponding to phosphopeptides were detected 
(data not shown). Figure 4C shows a typical mass spectrum of 
the elution fraction (ovalbumin). We detected three distinct 
peaks, and we were able to identify a monophosphopeptide 
(P3, 340–359, m/z = 2089.1), a second monophosphopeptide 
(P4, 62–84, m/z = 2526.1), and a nondigested monophospho-
peptide (P5, 59–84, m/z = 2916.9). 

We succeeded in separating and identifying phosphopep-
tides from the peptides mixture by using the Phos-tag tip 
without detecting any nonphosphopeptides. The advantages 
of Phos-tag tip were that it requires only simple operation of 
pipetting without any special devises, and that it has a short 
operational time. In addition, the novel Phos-tag Toyopearl 
beads are much more stable during long-term storage than 
are Phos-tag Agarose biopolymer beads, and they can be 
reused many times for separation of low-molecular weight 
phosphorylated compounds containing phosphopeptides. We 
confirmed that previously used Phos-tag Toyopearl beads 
that had been stored in the binding/washing buffer for 6 
months at room temperature had the same potency in separa-
tion as beads prepared shortly before use (data not shown). 

 
Figure 4. Affinity pipette microtip column chromatography for the 
separation of phosphopeptides. Scheme for the preparation of the 
pipette microtip column packed with Phos-tag Toyopearl (Phos-tag 
tip) (A). MALDI-TOF/MS analysis of each elution fraction after the 
affinity pipette microtip column chromatographic separation of the 
tryptic digest of β-casein (B) and in-gel tryptic digest of ovalbumin 
(C) as samples. 
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3.4 Optimization of buffers for the separation of phosphopro-
teins 

We extended the application of the Phos-tag Toyopearl 
beads to the separation of phosphoproteins. In our previous 
study on the separation of native phosphoproteins from cell 
lysates by using Phos-tag Agarose, we conducted the bind-
ing/washing process with 0.10 M Tris–AcOH (pH 7.5) con-
taining 1.0 M NaOAc, and the elution process with 0.10 M 
Tris–AcOH (pH 7.5) containing 10 mM NaH2PO4–NaOH 
(pH 7.5) and 1.0 M NaCl [16]. During the Zn(II)-IMAC pro-
cess, no detergent or reducing agent was used. In addition, we 
have proposed that appropriate concentration of NaOAc (1.0 
M) should be added to the binding/washing buffer to avoid 
nonspecific binding of proteins to the Phos-tag Agarose bi-
opolymer matrix. We applied a similar buffer system with the 
Phos-tag Toyopearl beads and, in particular, we performed a 
detailed optimization of the concentration of NaOAc in the 
binding/washing buffer. We used an EGF-stimulated A431 
cell lysate as a real biological sample, and we adopted the spin 
column method (50-μL gel scale). After elution, the residual 
proteins remaining in the column were analyzed by washing 
the column with a buffer containing 0.10 M Tris–AcOH, 
1.0% (w/v) SDS, and 10 mM EDTA. Figure 5 shows typical 
results for SDS-PAGE with SYPRO Ruby gel staining and 
with Western blotting for the flow-through/washing fraction 
(lane 1), elution fraction (lane 2), and column-washing frac-
tion (lane 3) for a binding/washing buffer containing 0, 0.25, 
0.50, or 1.0 M NaOAc. The SYPRO Ruby images (Fig. 5A) 
show the distribution of proteins in each fraction. In the ab-
sence of the NaOAc, there were scarcely any proteins in the 
flow-through/washing fraction; in other words, almost all the 
proteins, including nonphosphorylated ones, were bound to 
the column. In addition, many proteins remained on the 
column after elution. As the concentration of NaOAc was 
increased, fewer proteins were left in the column after elu-
tion, and many proteins were distributed in the flow-
through/washing and elution fractions. 

The efficiency of the separation of phosphoproteins was de-
termined by means of Western blotting using the complex of 
Phos-tag Biotin with HRP-conjugated streptavidin (Fig. 5B). 
Probing with Phos-tag Biotin permitted the comprehensive 
detections of phosphoproteins as ECL signals (the single 
positive control band corresponding to the standard phos-
phoprotein, ovalbumin, can be seen in the molecular-weight 
markers lane M in Fig. 5B). In the presence of less than 0.25 
M NaOAc, ECL signals were detected from both the elution 
and column-washing fractions. On the other hand, in the 
presence of 0.50 or 1.0 M NaOAc, the signals were detected 
from the elution fraction only. We therefore decided to use a 
0.50 M concentration of NaOAc in the binding/washing buff-
er for this model study. Under the optimized conditions, we 
also examined the separation of the phosphorylated and non-
phosphorylated MAPK1/2 proteins (Figs. 5C and 5D). It is 
known that MAPK1/2 (Erk1/2) is phosphorylated from EGF 
signaling. The strong ECL signal obtained by probing with an 
anti-pMAPK1/2 antibody was detected in the elution fraction 

exclusively (C). In contrast, the signal obtained by probing 
with an anti-MAPK1/2 antibody was detected in both the 
flow-through/washing and elution fractions (D). These re-
sults of Western blotting indicated that phosphorylated pro-
teins were separated from their corresponding 
nonphosphorylated counterparts by the Phos-tag Toyopearl 
beads. 
3.5 Enrichment of phosphoproteins using an open-column 
method 

To evaluate the enrichment of phosphoproteins in the elu-
tion fraction, we initially performed phosphate-affinity 
chromatography using a comparative large amount of the cell 
lysate and an open column with the Phos-tag Toyopearl 
beads (1-mL gel scale). An EGF-stimulated A431 cell lysate 
(0.50 mg solubilized cellular proteins in 0.25 mL of an RIPA 
buffer) was prepared from the cultured cells and then diluted 
with 1.0 mL of the binding/washing buffer. The resulting 
solution (1.25 mL) was loaded onto the open column. Details 

 

Figure 5. Optimization of the concentration of NaOAc in bind-
ing/washing buffer on the separation of phosphoproteins in an 
EGF-stimulated A431 cell lysate. Concentrations of 0, 0.25, 0.50, 
and 1.0 M NaOAc were used in the binding/washing processes. The 
flow-through/washing, elution, and column-washing fractions were 
applied in lanes 1, 2, and 3, respectively. The SDS-PAGE gels were 
analyzed by SYPRO Ruby gel staining (A) or by Western blotting 
with Phos-tag Biotin (B). Molecular-weight standards for 97, 66, 45 
(standard phosphoprotein, ovalbumin), 29, 20, and 14 kDa are 
shown, in order from the top, in lane M. The fractions collected 
when 0.50 M NaOAc was used were analyzed by Western blotting 
with anti-pMAPK1/2 (C) and anti-MAPK1/2 (D) antibodies. 
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of the procedures adopted for affinity column chromatog-
raphy are described in the Methods section. The total time 
required for the phosphate-affinity chromatography proce-
dure was less than 40 min. For SDS-PAGE followed by West-
ern blotting (Fig. 6), fractions of the cell lysate before 
chromatography (lane 1) and after elution (lane 2), and the 
flow-through/washings (lane 3) (6.0 µg of proteins per lane) 
were sequentially applied. The CBB-staining image of the 
blotted PVDF membrane (A) showed that the amounts of 
proteins in each lane were almost equal. Next, we determined 
the distribution of the various phosphoproteins by Western 
blotting using Phos-tag Biotin (B), anti-pSer antibody (C), 
anti-pMAPK substrates (PXTP) antibody (D), anti-
pMAPK1/2 antibody (E), anti-pShc antibody (F), and anti-
pErbB-2/HER-2 antibody (G). Shc and ErbB-2/HER-2, as 
well as MAPK1/2, are candidates for in vivo phosphorylation 
in EGF signaling. In all blottings, the ECL signals corre-
sponding to phosphoproteins were stronger in the elution 
fraction (lane 2) than in the lysate (lane 1). There were very 
small amounts of phosphoprotein in the flow-
through/washing fractions (lane 3 of B and C). These results 
confirmed that the cellular phosphoproteins are strongly 
enriched in the elution fraction.  

 We quantified the proteins in each fraction by using 0.25 

mL of an RIPA buffer containing 0.50 mg protein of the EGF-
stimulated A431 cell lysate. The amounts of recovered pro-
tein in the flow-through/washing and elution fractions were 
50% and 22%, respectively. The yield of the elution fraction is 
consistent with the general content of phosphoproteins in 
mammalian cells (10–30%) [27]. When larger amounts of the 
lysate proteins (e.g., 0.60 mg in 0.25 mL of an RIPA buffer) 
were loaded into the column, some of the phosphoproteins 
were eluted in the flow-through/washing fraction (data not 
shown). A similar leakage into the flow-through/washing 
fraction resulted from the use of twice the volume of an RIPA 
buffer (0.50 mL) containing the solubilized proteins (0.50 
mg), possibly as a result of competitive binding of HOVO3

2– 
or of elimination of zinc(II) by EDTA. Thus, the appropriate 
capacity of the 1 mL-compressed Phos-tag Toyopearl column 
is ~0.50 mg of lysed proteins in 0.25 mL of RIPA buffer. The-
se results that we obtained by using the Phos-tag Toyopearl 
beads were almost identical to those that we obtained by us-
ing Phos-tag Agarose, as reported previously [16]. 

Finally, we demonstrated the value of phosphate-affinity 
chromatography with Phos-tag Toyopearl as an efficient pro-
cedure for the separation and enrichment of phosphoproteins 
by examining the 2-DE (IEF and SDS-PAGE) of each fraction 
obtained from the open column with 1 mL of gel, followed by 
total protein gel staining with SYPRO Ruby, phosphoprotein 
gel staining with Pro-Q Diamond, Western blotting, and MS 
analysis (Fig. 7). The cell lysate before the chromatography 
(left panels), after elution (center panels), and after flow-
through/washing (right panels) (100 µg of proteins each) 
were separated on a 2-DE gel that was then stained with Pro-
Q Diamond (B). In subsequent SYPRO Ruby gel staining (A), 
many spots that were not detected by Pro-Q Diamond stain-
ing were observed in the cell lysate and in both the elution 
and flow-through/washing fractions. That is partially ex-
plained by the fact that the cell lysate and flow-
through/washing fraction contain many nonphosphorylated 
proteins. However, SYPRO Ruby staining of the elution frac-
tion permitted the detection of many protein spots, especially 
in alkaline isoelectric point (pI) region, that were not detected 
by Pro-Q Diamond staining. We next performed Western 
blotting analysis by treatment with the anti-pSer antibody 
(C). Some protein spots in the alkaline pI region that showed 
no fluorescent signal with Pro-Q Diamond were detected by 
probing with the anti-pSer antibody. We noticed that the 
Pro-Q Diamond stain tended to detect phosphoproteins in 
region of acidic pI much more strongly than it did in region 
of alkaline pI. Furthermore, we identified 10 proteins in the 
SYPRO Ruby-stained gel (Nos. 1–10, see center panel of A) 
by LC-MS/MS analysis performed by a commercial contract 
research company, Applied Cell Biotechnologies (Yokohama, 
Japan). The results were examined by using the Mascot 
search engine (Matrix Science, London, UK). All the proteins 
were well-known phosphoproteins, as summarized in Table 
3. In addition, all the molecular weights and pI values were 
consistent with the location of the corresponding protein spot 
on the 2-DE gel. These results confirm that phosphoprote-

 

Figure 6. Comparison of the relative amounts of phosphoproteins 
from an EGF-stimulated A431 cell lysate before and after affinity 
open column chromatography. The cell lysate before loading on the 
column (lane 1), the elution fraction (lane 2), and flow-
through/washing fraction (lane 3) were subjected to SDS-PAGE. 
Each lane contained 6.0 µg proteins. The proteins on the SDS-
PAGE gels were electrotransferred to PVDF membranes and visual-
ized by CBB gel staining (A) or by Western blotting using Phos-tag 
Biotin (B), anti-pSer antibody (C), anti-pMAPK substrates (PTXT) 
antibody (D), anti-pMAPK1/2 antibody (E), anti-pShc antibody (F), 
or anti-pErbB-2/HER-2 antibody (G). The molecular weights are 
shown on the left-hand side. 
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omics could progress markedly if our phosphate-affinity 
chromatography were combined with existing methods in-
volving 2-DE and recent advances in MS analysis. 

 4. Concluding remarks 

We have demonstrated a simple and efficient method for 
the separation and enrichment of phosphopeptides and 
phosphoproteins by means of Zn(II)–IMAC with a novel 
phosphate capture bead, Phos-tag Toyopearl. Phos-tag 
Toyopearl (15 µmol/mL-gel of Phos-tag) was synthesized by 
coupling a primary amine derivative of Phos-tag with NHS-
activated Toyopearl AF-Carboxy-650M gel. Although there 
are other well-known types of IMAC that use other metal 
ions such as Fe(III) or Ga(III) and types of MOAC that use 
metal oxides such as titanium dioxide (TiO2) or zirconium 
dioxide (ZrO2), neither group of techniques functions quite 
satisfactorily in phosphoproteomics in terms of their selectiv-
ity and versatility. The method based on the metal oxide TiO2 
has been shown to be the best among these techniques 
[11,13]; however, to perform high-quality chromatography, it 
is necessary to use an acidic solution (pH <2) containing a 
high concentration of lactic acid in the binding/washing pro-
cess. Our Zn(II)-IMAC provides a simple, rapid, and specific 
procedure for separating phosphopeptides and phosphopro-

teins in an aqueous solution, and physiological pH values are 
maintained throughout the analysis. In addition, column of 
Phos-tag Toyopearl are stable to long-term storage and can 
be reused many times. Because the procedure is nondenatur-
ing and maintains the conformation and activity of the pro-
teins, the separated phosphoproteins are ideal for use in 
many downstream applications and in top-down proteomics 
strategies. Quantitative phosphoproteomics could progress 
greatly if our new method were combined with the iTRAQ 
technology [28] or with Phos-tag SDS-PAGE methodology 
[29–37], as reported previously. The new separation and en-
richment procedure is bound to lead to an increase in the 
sensitivity of evaluation of protein phosphorylation involving 
the characterization of multiple alternative forms of hetero-
geneous phosphoprotein, detection of activities of kinases 
and phosphatases, and elucidation of interactions among 
proteins, and it should provide an opportunity for a variety of 
types of experiment. 
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In large 2-D DIGE proteomic studies with a large number of samples, it is essential to design the experimental setup to detect statistically 
significant protein changes under consideration of experimental variances. Herein are presented guidelines and general remarks on the 
extraction of protein expression data by following protein spots on their way from first spot synchronization, detection, quantification and 
statistical analysis until excision and identification. Further discussion addresses common difficulties, potential pitfalls and strategies for 
dealing with gel-to-gel discrepancies, labeling inefficiencies, and dye- and batch effects which might not be obvious to novices and even more 
experienced users of DIGE technology.  

Keywords: Protein expression analysis, Proteomics; Differential gel electrophoresis, 2-D-DIGE. 
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2-D-DIGE, 2-D-difference gel electrophoresis; B[a]P, benzo[a]pyrene. 

1. Introduction 

A typical task for researches with a variety of biological 
queries is to detect the up- or downregulation of proteins 
belonging to two or more biological groups such as treatment 
versus control. Therefore, it is widely accepted and recom-
mended to conduct more than one biological and at least 
three technical replicates of each group. A popular technique 
for protein quantification is the two-dimensional poly-
acrylamide gel electrophoresis (2D-GE) which allows both 
the separation and visualization of thousands of protein 
species and the protein identification and quantification of 
their expression patterns. The greatest achievement of 2-D 
differential in gel electrophoresis (DIGE) lies in the simulta-
neous separation of more than one sample per gel as well as 
having an internal standard for the relative quantification of 
spot intensities [1]. Samples are labeled prior to electrophore-
sis with spectrally resolvable fluorescent cyanine dyes Cy2, 

Cy3 and Cy5, mixed prior to isoelectric focusing (IEF) and 
resolved on the same 2-D gel [2]. Although the proteome can 
be assessed by different means, DIGE has shown to be a 
sensitive, accurate, reproducible, financially affordable and 
easy to handle approach. For many laboratories it is the 
method of choice for a quantitative proteome analysis - 
especially for the reliable detection of minor changes in 
protein abundances that are not detectable by other staining 
methods [3]. The technology allows the processing of large 
numbers of samples simultaneously, e.g. for measuring dense 
time courses. However, the data processing is still not fully 
supported by the available software. In particular, there are 
no established standard procedures to process the quantita-
tive information extracted from 2-D DIGE experiments 
involving a large number of gels.  

The main focus of this study is to present strategies for 
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dealing with gel-to-gel discrepancies, labeling inefficiencies, 
and dye- and batch effects. Gel-to-gel discrepancies arise 
from run-time differences, variances in the loaded protein 
amounts or dye-front deformations [4]. Accounting for these 
differences is important for both 2-DE and 2-D DIGE. 
However, the dye-effect is specific for DIGE-projects, as the 
application of three different fluorophores can cause prefer-
ential dye-protein binding, variances in the fluorescent signal 
and background and differences in gel migration of the 
labeled proteins. As a result, protein abundances are not 
directly comparable when the proteins are labeled differently 
in various samples [5-7]. In addition, the experimental 
execution for a large number of samples is often divided into 
several batches of 6 or 12 gels. As a consequence, results of 
protein expression often cluster with the performed batches 
rather than with the individual samples and replicates.  

The goal is to identify spots that are truly differentially 
expressed, while accounting for statistical issues such as the 
multiple testing problem. This multiple testing problem states 
the accumulation of false positives as a general property of 
confidence-based statistical tests. These tests are applied 
across multiple features such as individual spots in DIGE to 
detect significantly altered changes in protein abundance [8].  

This study reports an experimental design for a 2-factor 
analysis (time and concentration): murine hepatoma cells 
(Hepa1c1c7) were treated with the procarcinogen benzo-a-
pyrene (B[a]P) and protein concentrations were quantified 
using 2-D DIGE (Fig. 1). Differential protein expression 
induced by B[a]P (or active B[a]P-metabolites) has previously 
been studied in different cellular models using one incuba-
tion time point and several B[a]P- or B[a]P-metabolite 
concentrations [9-13]. In contrast, this B[a]P-protein expres-
sion analysis sampled four incubation time points at one 
toxic (5 µM) and one sub-acute B[a]P-concentration (50 
nM), which required the processing of 36 samples in total 
[14]. In order to process the data originating from these 
experiments, a statistical analysis pipeline was developed to 
account for dye- and batch effects and to extract concentra-
tion- and time-dependent protein profiles.  

2. Material and Methods 

2.1 Cell culture and BaP exposure 

Murine hepatoma cells (Hepa1c1c7, ATCC No. CRL-2026; 
LGC Promochem, Wesel, Germany) were cultured as de-
scribed elsewhere [15]. The cells were exposed to 50 nM 
B[a]P (Sigma-Aldrich, Steinheim, Germany), 5 µM B[a]P or 
DMSO for 2, 4, 12 and 24 h. Three independent biological 
replicates of all treatments were prepared.  

2.2 DIGE and Data Analysis 

2.2.1 Difference gel electrophoresis 

 
Cells were washed and lysed according to the procedure 

previously described [16]. Protein extracts were prepared and 

labeled according to manufacturer’s recommendations (GE 
Healthcare, Uppsala, Sweden). A Cy2-labeled common 
internal standard for all gels was prepared from a mixture of 
all samples IPG strips (24 cm, pH range 3-10 NL; GE 
Healthcare, Freiburg, Germany), which were rehydrated 
overnight and focused for 100,000 Vhrs using an Ettan 
IPGphor 3 isoelectric focusing unit (GE Healthcare, Freiburg, 
Germany) as described earlier [17]. Second dimension 
separation was performed using an Ettan DALTtwelve 
electrophoresis system (GE Healthcare, Uppsala, Sweden) on 
12 % SDS-PAGE gels. The gels were scanned using the Ettan 
DIGE Imager Scanner (GE Healthcare, Uppsala, Sweden).  

2.2.2 DIGE analysis 

The gel image analysis was performed using Delta 2-D 
version 3.6 (Decodon GmbH, Greifswald, Germany; [18]). 
The gels were warped and a fusion gel was created including 
all gels of the experiment. Subsequent to the spot detection, 
the spots were manually edited and transferred to all individ-
ual gel pictures. Relative spot volumes (integrated staining 
intensities) were determined by normalizing the spot volumes 
to the total protein amount on each gel (excluding the largest 
spots representing ~ 5 % of the total intensity). The relative 
spot volumes were extracted and transformed to a log2-scale. 
Afterwards the log2-ratios of the Cy3 and Cy5 intensities 
were adjusted to the intensities of the internal standard on 
the Cy2 channel. A dye-specific bias was observed. In order 
to remove the bias, the effect of the dye type (Cy3 or Cy5) was 
regressed out and the residuals were used for subsequent 
analysis. The distribution of residual spot intensities on each 
gel was centered by subtracting the mean of each gel. A 
random effects model was fitted to each spot to account for 
the spot-specific intra-gel correlation between the Cy3 and 
Cy5 signals. To eliminate the batch effect, the mean of the 
DMSO samples at the respective time point were subtracted 
from the residuals of this model. Thus, each final measure-
ment should only reflect perturbation due to B[a]P exposure.  

A two-way ANOVA model with B[a]P-exposure time and 
concentration as the factors was fitted to each spot. P-values 
for the time main effect, the concentration main effect, and 
their interaction were corrected for multiple hypotheses 
testing using the false discovery rate (FDR). The time main 
effect was significant for 120 spots at FDR < 0.05. Only these 
spots were considered in the subsequent analysis.  

2.2.3 Preparation of 2-D-reference gels for protein identifica-
tion 

Since DIGE-gels only contain 300 µg protein/gel, only very 
large protein spots are visible on DIGE-gels after applying the 
blue silver staining method - a modified Neuhoff's colloidal 
Coomassie Blue G-250 staining with sensitivity close to silver 
staining [19] (data not shown). In order to detect all identi-
fied protein spots, reference gels with 2.0 and 2.5 mg protein 
(equal mix of all samples) were created for protein identifica-
tion (procedure as described elsewhere [16]). To avoid 
mistakes in protein spot identification, the images of the 
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reference gels were loaded in the Delta 2-D DIGE-project and 
warped to the DIGE-images.  

2.3 Protein Identification by MALDI-MS or nano-HPLC/ESI-
MS 

Following spot excision from the reference gel and tryptic 
digestion, the measurement was performed with MALDI-
TOF/TOF-MS (Ultraflex III, Bruker Daltonik, Bremen 
Daltonik, Bremen, Germany) using the HCCA matrix 
(0.6 mg/ml) according to Georgieva et al. [20]. Alternatively, 
if no significant identification was obtained with MALDI-
TOF-MS analysis (Mascot-Score cut-off 100) the samples 
were measured using a nano-HPLC system (2-D-nano-
HPLC, Eksigent, Dublin, CA, USA) coupled to an LTQ-
Orbitrap XL ETD hybrid mass spectrometer (Thermo Fisher 
Scientific, USA) [21]. 

3. Results and Discussion 

3.1 General workflow 

The analysis of murine hepatoma cells (Hepa1c1c7) treated 
with the procarcinogen B[a]P is presented as an example 
showing how to conduct and analyze large 2-D DIGE studies. 
In this project both different B[a]P-concentrations and 
incubation time points are used (Table 1). In the optimized 
workflow (Fig. 1) Cy2 normalization (section 4.3.1) as well as 
corrections of the labeling (4.3.2) and gel batch effect (4.3.3) 
were incorporated before the final expression patterns were 
extracted and tested for significant regulation by ANOVA 
and FDR estimation. Spots of interest with significant expres-
sion changes were identified using post-stained reference gels 
which were warped to the equivalent DIGE-gels in the Del-
ta2D-project to eliminate false identifications. Each step is 
discussed in detail in the following sections.  

3.2 Spot matching and spot detection using Delta2D 

The first and crucial step in the 2-D DIGE workflow before 
data processing involves the recognition of common spots 
across different gels (Fig. 1). In the proposed setup, this part 
is performed using the Delta2D software. However, free, 
open-source image-processing algorithms for image registra-
tion and fusion are also available [22]. The time consuming 
image analysis is one of the bottlenecks in 2-DE studies and 
the assistance of a manual operator is needed [23]. Thus, 
possible drawbacks of this workflow-step have an important 
impact on the outcome of the further analysis. 

Twenty 2-D DIGE gels (24 cm, pI 3-10) were created to 
analyze two B[a]P concentrations, DMSO as a control and 
four different time points in triplicates (36 samples) (Table 
1). All gel images were loaded into the Delta2D software. 
However, uploading and processing such a large number of 
images can lead to severe software instabilities. In this case, 
only the 64 bit version of Delta2D (not the 32 bit version) was 
able to administer 60 gel images in one project at once.  

Another problem is the visualization of large gel series: it is 
impossible to show all gels side-by-side, which can lead to 

confusion and consequently mistakes in the analysis by the 
manual operator [18].  

2-DE-gels are often affected by spatial distortions due to 
run-time differences and dye-front deformations. Spot 
matching is the first and essential step to receive a proteome 
map of good quality. This is achieved via ‘warping’ the images 
in the image analysis software to remove distortions from the 
gel images and to bring the spot patterns into congruency 
[18]. Delta2D has been shown to be a fast and more reliable 
image analysis software than comparable commercial prod-
ucts like Proteomweaver (Definiens), especially due to its 
precise warping procedure [24]. 

Table 1. Experimental setup for the large 2-D DIGE study of B[a]P-
induced alterations in protein expression in murine Hepa1c1c7 
cells. Gel batches were performed according to incubation time 
points and dyes were swapped among biological replicates and 
among the DMSO-samples of the 3rd replicate in each time point.  

Sample  Time Replicate Label Gel No. Batch 

5 µM B[a]P 2 h  1 Cy3 2 1 

50 nM B[a]P 2 h  1 Cy5 1 1 

DMSO 2 h  1 Cy3 1 1 

5 µM B[a]P 2 h  2 Cy5 3 1 

50 nM B[a]P 2 h  2 Cy3 3 1 

DMSO 2 h  2 Cy5 2 1 

5 µM B[a]P 2 h  3 Cy3 5 1 

50 nM B[a]P 2 h  3 Cy5 4 1 

DMSO 2 h  3 Cy3/Cy5 4+5 1 

5 µM B[a]P 4 h 1 Cy5 7 2 

50 nM B[a]P 4 h 1 Cy3 6 2 

DMSO 4 h 1 Cy5 6 2 

5 µM B[a]P 4 h 2 Cy5 8 2 

50 nM B[a]P 4 h 2 Cy3 8 2 

DMSO 4 h 2 Cy3 7 2 

5 µM B[a]P 4 h 3 Cy3 9 2 

50 nM B[a]P 4 h 3 Cy5 10 2 

DMSO 4 h 3 Cy3 9+10 2 

5 µM B[a]P 12 h 1 Cy3 12 3 

50 nM B[a]P 12 h 1 Cy5 11 3 

DMSO 12 h 1 Cy3 11 3 

5 µM B[a]P 12 h 2 Cy5 13 3 

50 nM B[a]P 12 h 2 Cy3 13 3 

DMSO 12 h 2 Cy5 12 3 

5 µM B[a]P 12 h 3 Cy3 15 3 

50 nM B[a]P 12 h 3 Cy5 14 3 

DMSO 12 h 3 Cy3/Cy5 14+15 3 

5 µM B[a]P 24 h 1 Cy3 17 4 

50 nM B[a]P 24 h 1 Cy5 16 4 

DMSO 24 h 1 Cy3 16 4 

5 µM B[a]P 24 h 2 Cy5 18 4 

50 nM B[a]P 24 h 2 Cy3 18 4 

DMSO 24 h 2 Cy5 17 4 

5 µM B[a]P 24 h 3 Cy3 20 4 

50 nM B[a]P 24 h 3 Cy5 19 4 

DMSO 24 h 3 Cy3/Cy5 19+20 4 
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A key advantage of using a pooled internal standard is that 
the same sample is used for the gel-to-gel matching, as 
opposed to matching gels that contain different samples and 
that may consequently have different spot patterns [2]. The 
alignment of gel images establishes a spot consensus pattern 

by creating a composite image summarizing the whole 
experiment’s gel information (Fig. 1). A robust reference 
image is particularly important for large studies since the 
large number of gels processed in different batches increases 
the likelihood of detecting artifactual differences simply by 

 

 
Figure 1. Flowchart to demonstrate the individual steps in the proposed 2D-DIGE analysis. Gel images are loaded in appropriate analysis 
software (e.g. Delta2D) for gel warping, creation of a fusion gel and the subsequent spot detection to create a common proteome map, which is 
then transferred on all gels. To correct for gel- to gel-variation, dye- and batch effects and to extract time- and concentration dependent 
protein expression curves, it is recommended to transfer the data to independent statistical software such as “R”.  
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chance. Manual inspection of this virtual fusion gel verified 
that it did not contain visible imperfections such as dust, air 
bubbles or precipitated dye. In order to be declared as a spot, 
a dot on the fusion gel was required to match the three-
dimensional profile characteristics of a spot. With the con-
sensus spot patterns transferred to all gels from the fusion gel, 
1227 spots were detected. In comparison, Corzett et al. 
applied a more traditional approach (DeCyder Differential 
Analysis Software v5.01, GE Healthcare) using spot detection 
on each individual gel resulting in different spot patterns for 
each gel. Thus, only 165 (6.8 %) of all detected spots could be 
matched on all 12 gels loaded with protein lysates of human 
plasma [5]. In conclusion, the detection of differentially 
expressed proteins can be substantially improved by using 
consensus spot patterns [24]. Without a unified proteome 
map and thus separate spot detections on every gel, the 
missing values must be engrafted by statistical means such as 
missing value imputation [18].  

However, one pitfall in the 2-D DIGE setup remains: the 
need for a manual operator in spite of the associated great 
dependency on the performance of the individual. The 
decision whether a spot is a spot and where it begins or ends 
can be a source for unintentional data manipulation. Alt-
hough automated warping procedures exist, they do not yet 
provide sufficient quality, especially for a large number of gels 
in which artifacts accumulate and gel-to-gel variations 
increase due to different gel batches. It has been observed that 
vectors were set incorrectly, requiring time-consuming 
manual corrections [23, 24]. In addition, automated spot 
matching is prone to spot amalgamation in regions of varia-
ble spot resolution and can lead to erroneous measurements 
[25]. Thus, a future goal should be the reduction of user 
controlled settings, as described in [26]. 

3.3 Data analysis and normalization 

3.3.1 Data processing and Cy2-Normalization 

Existing software analysis packages specialized for 2-D 
DIGE evaluation lack important features required for analyz-
ing larger sets of gels. Large 2-D DIGE datasets with various 
time points and concentrations are in need of a more flexible 
analysis than datasets with only two samples (e.g. treated 
versus control) in three replicates.  

The following steps have been taken to deal with problems 
specific to large 2-D DIGE projects (Fig. 1). First, a pooled 
internal standard labeled with Cy2 was included in the 2-D 
DIGE experimental design. Second, using 3 different fluoro-
phores for pre-protein staining can result in a dye-specific 
effect. In Delta2D it is possible to detect a dye-effect if a dye-
swapping was performed (refer to section 4.3.2), but the data 
has to be transferred to external software to correct for this 
effect (Fig. 1). Third, a gel-specific batch effect was observed 
for the data which was confounded with the B[a]P-incubation 
time points (section 4.3.3). Again, Delta2D only allows for 
detecting but not correcting batch effects. The ultimate goal 
was to extract concentration- and time-dependent protein 

expression curves. Delta2D can extract either concentration- 
or time-dependent expression profiles; however, a combined 
graph can not be exported.  

In conclusion, the protein spot volume data were exported 
and all subsequent analysis was done using external statistics 
software, R in this case (www.r-project.org). Delta2D reports 
spot volumes as percent of the total volume on the respective 
gel. These percentages were transformed into log2-fractions, 
which is more convenient since this scale is symmetrical and 
centered at zero. For example, a two fold increase and de-
crease on the log2 scale is 1 and -1, respectively, whereas on 
the percentage scale the same changes would be 200 % and 50 
%, respectively. This lack of symmetry can pose problems for 
downstream-analysis. In addition, spots with missing data 
were removed. Next, the ratio of the Cy3 and Cy5 channels to 
the internal standard (Cy2) for each spot was calculated and 
transformed to the log2 scale, eliminating false effects arising 
from slightly different protein amounts loaded on the gels. In 
addition to having the same spot patterns for spot matching 
to receive a common proteome map, this is the second 
advantage of the internal standard approach. However, one 
possible problem of using the Cy5/Cy2 and Cy3/Cy2-ratios 
(as also suggested by the Delta2D software) is the violation of 
the statistical assumption of independent sampling [4]. In 
addition, spatial trends in the intensity measurements of the 
internal standard were observed and one-third of the availa-
ble sample-space is lost [25]. Engelen et al. suggested remov-
ing the spatial bias with a strategy called spatial intensity bias 
removal (SIBR) using a two-dimensional nonlinear regres-
sion algorithm. Since SIBR does not need an internal stand-
ard, more biological samples could be run on a single gel, 
resulting in decreasing numbers of gels, lower costs, shorter 
sample preparation and image analysis steps [25]. Another 
approach suggests one sample (test or control) with a pooled 
standard on one gel as performed in saturation labeling also 
in minimal labeling approaches [27]. But with limited re-
sources, restricted numbers of gels and many samples to be 
analyzed, the three-dye minimal approach is more readily 
applicable [28]. Furthermore, the use of an internal standard 
remains the most applicable approach to correct for gel-to gel 
variations.  

3.3.2 Correcting the dye effect 

One systematic source of variation within the dataset could 
come from a dye effect (Fig. 1). Often it is assumed that a 
protein-specific dye effect does not occur. As a result, protein 
abundances should be directly comparable across dyes after 
normalizing the Cy3 and Cy5-values to the internal standard 
Cy2 as suggested by Delta2D [18]. However, several studies 
have demonstrated an existing dye effect in DIGE-studies due 
to a combination of preferential dye binding to proteins, 
differences in gel migration of the labeled proteins, and 
differences in the fluorescent signal and background [5-7]. 
One method of eliminating dye effects is to perform a dye-
swap. In the B[a]P-DIGE dataset, the Cy3/Cy5-fluorophores 
were switched among the samples (Table 1) ensuring that 
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within the three biological replicates for each sample, dyes 
were swapped at least once. The dye swap would generally 
double the number of gels needed as each sample would have 
to be measured twice, or only half of the biological replicates 
would be left in the experiment. A sensible solution that 
avoids such a suboptimal experimental design is to swap the 
two dyes among the three biological replicates, one dye being 
the same in the corresponding sample of two replicates. 
Additionally, one sample per batch (usually the DMSO-
control of the 3rd replicate) was labeled with both dyes on 
separate gels (Tab. 1). Thus, a distinction can be made be-
tween the dye effect and differences coming from the biologi-
cal replicates. With this approach, a protein-specific dye 
effect could clearly be detected. Such protein-specific biases 
require computational correction, especially if a large number 
of samples are analyzed and not all samples can be swapped 
individually [5]. Within Delta2D, a mathematical dye correc-
tion cannot be performed. Corzett et al. described a method 
to account for spot variances, including the dye effect, based 
on a mixed-effects model [5]. In this case, the dye correction 
was done by regressing out the effect of the dyes and taking 
the residuals using a fixed effects model. Following this, 
distribution of log2 ratios for each gel were centered. In the 
second step, a random effects model was fitted to account for 
the correlation between samples which were run on the same 
gel.  

3.3.3 Correcting the batch effect 

In customized GE systems, it is often only possible to run a 
small number of gels in one batch. Eravci et al. extended the 
common available GE-apparatus to the load of 24 gels at once 
[24]. However, the handling of up to twelve gels at once in 
the commercially available instruments provides a wide 
variability of possible errors in the sample and gel processing, 
resulting in false results or artifacts and avoidable repetitions 
of experiments. In addition, technical failures or mistakes 
along the experimental procedure can lead to gel artifacts 
rendering entire batches useless for any further analysis. The 
costs for losing complete batches of 12 2-D DIGE-gels or 
more must be considered.  

For this study, the twenty gels were divided in batches ac-
cording to B[a]P-incubation time points (Tab. 1, Suppl. Fig. 
1). Even after the correction of all spot intensities of Cy3- and 
Cy5-labelled samples with the common internal standard 
Cy2, the batch effect was still visible (Suppl. Fig. 1). To 
differentiate between the time- and the batch effect, the data 
of the control samples DMSO were used. Based on the results 
from cytotoxicity measurements and considering that the 
cells are not synchronized, it was concluded that any tem-
poral effects observed in the control samples are not due to 
different incubation times, but artifacts caused by the batch 
effect [14]. Thus, the DMSO mean from each incubation time 
point was subtracted from the corresponding B[a]P-
incubated samples. The batch effect correction leads to an 
increased confidence that the observed change in protein 
abundance is due to biological happening in the cell and not 
due to experimental variability (Fig. 2B). The batch effect 

increases with the number of samples as more runs are 
needed to process all samples. Furthermore, it has been 
demonstrated that commercially available IPG strips show 
large differences when they originate from different mas-
tergels. Often the strip numbers in one package are not 
consecutive (GE Healthcare) or not numbered at all (other 
suppliers). Consequently the strips originate from different 
mastergels. This contributes to the batch effect as well [24].  

3.3.4 Identification of significantly changing protein spots 

After completion of the corrections outlined above, the 
next step is determining proteins exhibiting significant 
changes as functions of time or concentration. The statistical 
analysis of DIGE software packages like DeCyder (GE 
Healthcare), Progenesis SameSpots V3.0 (Nonlinear Dynam-
ics) and Dymension 3 (Syngene) (comparable to Delta2D) 
have been shown to be inconsistent; results obtained for 
protein fold changes for one dataset were substantially 
different in each package. Thus, DIGE quantification is still 
software dependent despite the use of an internal standard 
[26]. This observation calls for a reevaluation and validation 
of the results by DIGE analysis software independent statisti-
cal methods such as the external statistics software “R”, and 
biological methods, such as Western Blot.  

Many studies exclusively focus on the calculation of protein 
abundance ratios, often expressed as fold changes (e.g. 
control versus treatment). Additionally, the student’s t-test is 
often used to test for statistical significance of concentration 
changes. Such univariate methods determine whether the 
differences between two samples are significant. However, 
such methods are inappropriate for studies involving more 
than two conditions (i.e. more than one treatment condition). 
In this case two factors exist, time and concentration, time 
having four levels (4 time points). The t-test in such a situa-
tion would not discern whether differences between samples 
are caused by time or concentration effects, because most 
samples differ with respect to both time and concentration. 
Shen et al. reported protein changes in human amniotic 
epithelial FL cells incubated with 0.05 µM anti-
benzo[a]pyrene-7,8-dihydrodiol-9,10-epoxide in which no 
single protein was significantly altered in all three incubation 
time points [12].  

Therefore study designs involving multiple factors require 
the application of Analysis of Variance (ANOVA). ANOVA 
determines the extent to which the observed variances be-
tween samples can be explained by the experimental parame-
ters as opposed to biological or technical variation within the 
experiment [6]. Delta2D provides a large variety of statistical 
tools including a two-way ANOVA model. However, to 
analyze the variances among this data and account for dye 
and batch effect, the raw data must be extracted from Del-
ta2D for further processing, precluding any possible return to 
the gel analysis software for that project. Thus, within the 
two-way ANOVA model, the concentration factor (5 µM and 
50 nM B[a]P) and the time factor (2 h, 4 h, 12 h, 24 h) as well 
as their interaction were considered. This model was fit for  
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Figure 2. Visualization of protein expression results. A) 2-D DIGE gel of murine Hepa1c1c7cell-protein extract. The cells were incubated for 4 
h with 50 nM B[a]P(Cy3) and DMSO (Cy5). B) Extracted protein spots (left) in comparison with the time- and 
concentration-dependent protein expression profile (right) of 4 selected proteins (263, 829, 314, 475). Whereas a spot album gives rather visual 
information about the protein abundance without any normalization, the expression curves show the entire behavior of a protein over B[a]P-
concentration (5 µM: red; 50 nM: green; DMSO: blue) and exposure time based on normalized data. Displayed are the log2-ratios of the spot 
intensities after taking the Cy3/Cy2 and Cy5/Cy2 ratios (pre-normalization), following the dye/gel-correction and after correcting for the 
batch effect (post-normalization). Proteins 263 and 829 were differently regulated over B[a]P-exposure time (r.) while the expression of 
proteins 314 and 475 were not found to be changed (n.r.). The location of these spots on a 2-D DIGE gel is also marked in A). 
 



Franziska Dautel et al., 2010 | Journal of Integrated Omics 

  170-179:177 

each spot and the p-values for each effect were recorded. 
Finally, an adjustment for multiple testing was made. Each 
test has a certain probability of giving false positive results. In 
the matter of 2-D DIGE, a protein spot could be declared 
significantly altered in expression, despite the difference 
being due only to chance. This problem is exacerbated for 
experiments involving a large number of tests, as is common-
ly done when using DNA microarrays. Due to the large 
number of gels processed in this study, similar problems were 
faced, and inflated false positive rates were accounted for by 
computing the False Discovery Rate (FDR). The FDR is the 
expected rate of false positives among all results that were 
declared positive (i.e. ‘significant’) [4, 29]. After the FDR 
adjustment, 120 out of 1227 protein spots had a significant 
time effect at FDR < 0.05 and no spots exhibited a significant 
concentration effect or an interaction between time and 
concentration (Fig. 2A). 

 3.4 Protein spot excision  

 A crucial step for obtaining reliable results in 2-D DIGE 
experiments is the excision of significantly altered protein 
spots from gels (Fig. 1). Spot excision can be performed 
manually or by using spot pickers. To increase the detection 
rate of differentially expressed proteins of 2-D DIGE analysis 
without the availability of a spot picker and still eliminating 
false spot identifications, a two-step approach is proposed: 
after staining the DIGE-gels with Coomassie Brilliant Blue 
(CBB) or equivalent stains, the images should be loaded in 
the analysis software and warped within the 2-D DIGE 
project to the internal standard of the gel. This ensures that 
the same spot, labeled once with Cy3, Cy2 or Cy5 and once 

with a post-stain, is being detected. In most cases, approxi-
mately 100 µg of protein are labeled for each sample and thus 
300 µg protein lysate in total are loaded on one 2-D DIGE gel. 
If the separation is increased by using large IEF-strips and 
long gels for the second dimension, low abundant spots are 
often not detectable with post-staining methods (Suppl. Fig. 
2). Therefore, in the second step, 2-D reference gels are 
prepared carrying a larger protein amount (in this case 2.0 
and 2.5 mg) from a mixture of all samples incubated with the 
same post-stain, and are additionally warped to the fusion gel 
of the 2-D DIGE project to ensure that exactly the same spots 
are excised. Ideally, one would use one reference gel for each 
type of sample (e.g. treated versus control), as the spot pat-
tern might then be similar to the respective DIGE-gel. Each 
reference gel would then be warped to the respective samples 
e.g. using Delta2D. However, such an approach is often 
impossible due to limited resources. 

Post-staining with other dyes prior to spot picking has been 
recommended even when using spot pickers [30-32]. Slight 
mobility differences between labeled and unlabeled species of 
the same protein have been reported. The unlabeled protein 
moves slightly faster than the labeled equivalent (about 0.5 
kDa) [2] which can cause problems in the subsequent MS-
based identification of the protein. However, proteins may be 
missed, since different proteins vary in their individual 
staining properties and some post-stains show relatively low 
sensitivity such as CBB [30]. About 40% of the differentially 
regulated spots discovered with DIGE could not be reliably 
detected after post-staining with colloidal CBB [32]. Better 
results were reported for SYPRO Ruby, but its excitation is 
achieved either with UV light or with laser scanners. Thus, 

A) Normalization achivied with Delta2D B) Dye/Gel Normalization 

  

Figure 3. Comparison between the different normalization approaches (Delta2D-based and -independent). A)  With no correction 
for the different variances in the gels (dye- and batch effect), the sample replicates do not show any linear trend. B)  Note the 
improvement in the linear correlation between the sample replicates after correcting for gel-, dye- and batch effects in this 
approach. 
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spots would have to be picked under excitation and not under 
daylight condition [31]. In this study, the “blue silver” stain-
ing was used, which is faster and more sensitive in compari-
son to colloidal CBB, and spots can be cut in daylight under a 
hood to prevent ceratin contamination [19]. In the end, the 
excised spots were digested and identified using MALDI- or 
ESI-MS/(MS), as it is often useful to combine different types 
of MS [14, 28].  

4. Concluding remarks 

Evaluation of proteomic data with 2-D DIGE technology 
remains a multistep process. In this study, the route of the 
protein spots is followed along the experimental procedure. 
From the appropriate gel warping and spot detection to the 
final spot excision, the researcher faces multiple challenges 
for obtaining high-quality protein expression data. It has 
been shown that protein quantification can be improved by 
taking into account dye and batch effects and proper statisti-
cal analysis (Fig. 3). Some difficulties concerning 2-D DIGE 
experimentation and evaluation must still be overcome, 
particularly the large individual influence of the manual 
operator, robust correction for different variances during the 
spot analysis, and correct spot excision call for improved 
methods. Reliable protein expression time courses for B[a]P 
treated murine Hepa cells were successfully extracted (Fig. 
2B). These expression curves will provide further hints on the 
molecular processes triggered by B[a]P-exposure.  

5. Supplementary material 

Supplementary material regarding this manuscript is online 
available in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/50/0 
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The effects of 17β-estradiol (E2) were evaluated using the medaka DNA microarray representing 36,398 genes. We first evaluated chronic 
effects on medaka exposed to E2 at different concentrations for 60 days posthatch. At ≥ 30 ng/L of E2 severe reproductive impairments such as 
sex reversal were observed. Larval medaka, Oryzias latipes, (within 24 hrs posthatch) were then exposed to E2 at various concentrations (3, 30, 
100 ng/L) for up to 7 days. Microarray analyses of the E2-exposed larvae revealed that exposure to E2 up-regulated and down-regulated 339 
and 105 genes, respectively. The up-regulated genes included ones involved in the p53 signaling pathway, apoptosis, and growth and develop-
ment, in addition to well-known biomarkers such as vitellogenin and choriogenins. Down-regulated genes included heat shock proteins and 
estrogen receptors. Most of the up-regulated genes encoding the p53 signaling pathway, apoptosis, and growth and development exhibited a 
dose-dependent increase in gene expression, whereas the down-regulated genes in the heat shock protein category showed a dose-dependent 
decrease in gene expression. Time course experiments suggested that the E2 treatment attenuated the time-dependent changes in gene expres-
sions of these genes. Among the genes related to oocyte maturation, estrogen-regulated genes such as choriogenins and vitellogenins were 
dramatically induced in response to E2 exposure, whereas other steroid-regulated genes such as zona pellucida-domain proteins did not 
change in gene expression by the E2 treatment. Results suggest that transcriptomic studies on larval medaka help elucidate the effects caused 
by endocrine disruptors on various biological pathways in vertebrate development. 

Keywords: Affinity chromatography; 17β-estradiol; medaka; DNA microarray; Endocrine disruption; Feminization. 

1. Introduction 

There is a weight of evidence that humans and wildlife are 
susceptible to endocrine disruption by various natural and 
synthetic chemicals introduced into the environment [1]. 
Endocrine disrupting chemicals (EDCs) have the potential to 
constitute a threat to the reproductive health of organisms, 
increase the risk of tumor development, and may cause other 
adverse effects on differentiation, growth, and development 
[1]. During the past decade, there have been numerous at-
tempts to elucidate the mechanism of endocrine disruption in 
vertebrates, particularly in fish. Teleost fish, such as Japanese 
medaka (Oryzias laptipes) [2-5], zebrafish (Danio rerio) [6, 7], 
and fathead minnow (Pimephales promelas) [8], have been 
models for mechanistic studies on endocrine disruption. 
Studies have revealed that many EDCs alter endocrine func-
tion by interacting hormone receptors, such as estrogen re-

ceptors (ERs), androgen receptors (ARs) and thyroid hor-
mone receptors [9]. Recent studies have shown that repro-
duction in vertebrates can be disrupted by modulating the 
hypothalamic-pituitary-gonadal (HPG) axis, by either direct-
ly interacting with sex hormone receptors, or by compensato-
ry actions [10]. Various molecular biomarkers have been 
suggested for screening and testing EDCs, including the yolk 
protein precursor vitellogenin (VTG) [11], nuclear hormone 
receptors (e.g., ER and AR) [12, 13], steroidogenic enzymes 
(e.g., aromatase) [14], and gonadotropins [15]. It is, however, 
difficult to interpret adverse effects on complicated biological 
processes based on changes in expression of a few genes. 
There is clearly a demand for more comprehensive and inte-
grated approaches to better understand the physiological 
status of an organism affected by EDCs.  
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Microarray technology provides the mRNA expression 
profile of virtually all known genes simultaneously to gain a 
more comprehensive assessment of the chemical impacts on 
organisms [16]. A transcriptomic approach has the potential 
not only to allow an insight into mechanisms of toxicity, but 
also to provide informative data on novel toxic modes of 
action. Consequently, transcriptomic studies help link unique 
gene expression profiles elicited by toxicant exposures and 
biological pathways. For example, gene expression profiling 
of EDC-exposed fish may aid in the elucidation of effects 
caused by the EDCs on various biological pathways besides 
the HPG axis, including metabolism, biosynthesis, secretion, 
energy production and cell growth, resulting in a more com-
prehensive understanding of endocrine disruption. 

In this work, we investigated the effects of 17β-estradiol 
(E2) exposure on larval medaka using a medaka microarray 
representing 36,398 genes. Transcriptional responses of genes 
were examined to elucidate the effects of the exogenous E2 
exposure on various biological pathways in developmental 
stages of medaka. We found that genes involved in the p53 
signaling pathway, apoptosis, growth and development were 
up-regulated by the exogenous E2, in addition to well-known 
estrogen-dependent biomarkers such as VTGs and choriog-
enins (CHGs). By contrast, genes such as heat shock proteins 
(HSP) and ERs were down-regulated by E2 treatment. Time 
course experiments suggest that E2 treatment appeared to 
attenuate the time-dependent changes of some gene expres-
sions in developmental stages. Results indicate that tran-
scriptomic approaches can be used for integrated evaluation 
of endocrine disruption of developmental stages.  

2. Materials and methods 

2.1 Test chemicals 

17β-Estradiol (E2) was obtained from Sigma Chemical In-
dustries, Ltd. (St. Louis, MO, USA) and dimethyl sulfoxide 
was obtained from Wako Pure Chemical Industries, Ltd. 
(Osaka, Japan). An E2 stock solution was prepared by dis-
solving E2 in dimethyl sulfoxide. 

2.2 Test organism 

Japanese medaka (Oryzias laptipes, orange-red strain) were 
originally obtained from the National Institute for Environ-
mental Studies (Tsukuba, Japan), and have been maintained 
at the Japan Pulp & Paper Research Institute, Inc. The brood 
stock was maintained at 24 ± 1oC in UV-disinfected, dechlo-
rinated, carbon-filtered tap water with a 16 h light-8h dark 
photoperiod. The fish were fed Artemia nauplii (<24 h after 
hatching) twice a day.  

2.3 Exposure design 

Exposures of E2 were carried out by a continuous flow-
through system, designed to maintain constant concentra-
tions of E2 throughout the exposure experiments. Briefly, the 
E2 stock solution was delivered to a mixing glass chamber by 
a mini-chemical pump unit (Oriental Mortar Co., Ltd., To-

kyo, Japan) and diluted with carbon-filtered tap water con-
tinuously delivered at a flow rate of 100 mL/min. The E2 test 
solution overflowed the mixing chamber to enter each test 
glass aquaria containing 23L of the test solution. 

For chronic experiments, 25 larval medaka (within 12 
hours posthatch) were exposed to 0 (control), 1, 3, 10, 30, and 
100 ng/L of E2 (dimethyl sulfoxide with a final concentration 
of 1:2,500 v/v water) until 60 days posthatch. At the end of 
the exposures, phenotypic males and females were selected 
and separated (as determined by secondary sexual character-
istics of the fins) for further reproduction tests. 

For microarray experiments, larvae were exposed to E2 for 
1, 2 and 7 days by the continuous flow-through system as for 
the chronic exposures except in 1L test chambers. E2 concen-
trations used were 0 (control), 3, 30, and 100 ng/L for 2 and 7 
days of exposure and 0 and 100 ng/L for 1 day of exposure 
(dimethyl sulfoxide with a final concentration of 1:2,500 v/v 
water). Each E2 treatment had two replicates with 90 larvae 
for each chamber. At day 1, 2 and 7 of the exposures, tripli-
cate samples (30 larvae/sample) from each chamber respec-
tively were collected, flash-frozen in liquid nitrogen, and 
stored in liquid nitrogen until RNA extraction. 

All experiments were conducted with a 16 h light-8 h dark 
photoperiod and at 24 ± 1oC, except for reproduction tests, 
when the water temperature was raised to 27 ± 1oC to stimu-
late spawning. The fish were fed Artemia nauplii (<24 h after 
hatching) twice a day. 

2.4 Biological assessment 

1) Reproduction tests 

At the end of the chronic exposures, sexual counterparts (2 
months posthatch) for the E2-exposed fish were selected 
from the brood stock. Each mating pair of the E2-exposed 
fish and a sexual counterpart was put into a reproduction test 
chamber (1L) with circulated carbon-filtered tap water with-
out E2. Fecundity (spawned eggs/pair/d) and fertility (ferti-
lized eggs/total spawned eggs) were examined daily for each 
mating pair during 7 consecutive days and calculated for each 
E2 treatment group. At the end of the reproduction tests, the 
E2-exposed fish were separated from their sexual counter-
parts for gonad histology and genotypic sex determination. 

2) Gonad histology 

The E2-exposed fish were sacrificed, and their body lengths 
and weights were measured. Gonads were then sampled and 
weighed for the gonadosomatic index (GSI) calculation. The 
gonads were immersed in Bouin’s fixative (Muto Pure Chem-
icals Co., Ltd., Tokyo, Japan) overnight. The gonads were 
then dehydrated and embedded in paraffin wax using a 
Shandon Excelsior ES (Thermo Fisher Scientific Co., Wal-
tham, MA, USA). Serial longitudinal sections (5 µm of thick-
ness) were prepared using a microtome. The sections were 
stained with hematoxylin and eosin, mounted with Mount-
Quick (Daido Sangyo Co., Ltd., Kobe, Japan), and examined 
under a light microscope. 
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3) Genotypic sex determination 

To identify sex reversal by the chronic exposures of E2, 
genotypic sex, XX or XY, was determined by detecting the 
presence of two major sex determination/differentiation 
genes (DMY/DMRT1bY and DMRT1) [17-19]. For this, we 
collected a piece of the caudal fin of all individuals for each 
treatment and extracted their total DNA using the DNeasy ® 
Tissue and Blood Kit (Qiagen Inc., CA, USA). A PCR analysis 
was then performed to detect both DMY and DMRT1 using a 
primer set, PG17.5 and PG17.6 (the nucleotide sequences: 
CGGGTGCCCAAGTGCTCCCGCTG and GATCGTCCCT 
CCACAGAGAAGAGA, respectively) according to Matsuda 
et al. [19]. The PCR products were analyzed electrophoreti-
cally with DNA 7500 Nano LabChip Kit using Agilent Bioan-
alyzer 2100 (Agilent Technologies, CA, USA). 

2.5 Microarray experiment 

1) Total RNA extraction and cRNA preparation 

Each frozen sample was ground with a mortar and pestle in 
liquid nitrogen. Total RNA was isolated from the homogene-
ous powder using the Qiagen RNeasy Lipid Tissue Midi Kit 
(Qiagen) following procedures recommended by the manu-
facture. The quantity and purity of the total RNA were exam-
ined photometrically by 260nm/280nm and 260nm/230nm 
ratios using a NanoDrop ND1000 spectrophotometer (Nano 
Drop Technologies, DE, USA) and electrophoretically with 
RNA 6000 Nano LabChip Kit using Agilent Bioanalyzer 2100 
(Agilent Technologies). Only RNA samples with RNA Integ-
rity Number (RIN) values above 9.0 were used for further 
cRNA preparations. 

cRNA was prepared from the total RNA using the Quick 
Amp Labeling Kit (Agilent Technologies) following proce-
dures recommended by the manufacturer. Briefly, 500 ng of 
the total RNA was reverse transcribed to cDNA followed by 
synthesis of cRNA incorporated with cyanine 3 (Cy3)-labeled 
nucleotide. cRNA was then purified using RNeasy mini col-
umns (Qiagen). The quality of the cRNA samples was verified 
by total yield of the cRNA and the incorporation rates of Cy3 
calculated based on the spectrophotometric measurement 
using a NanoDrop ND-1000 spectrophotometer (NanoDrop 
Technologies).  

2) Microarray analysis 

A medaka DNA microarray containing 36,398 genes was 
designed by the Chemical Evaluation and Research Institute 
(CERI) (Tokyo, Japan). The custom medaka DNA microar-
ray with a 4 x 44K format was developed by Agilent Technol-
ogies based on the design. cRNA was fragmented to an 
average size of 100 bp. Hybridization was performed with 
single cRNA derived from one biosource (one-color hybridi-
zation). Hybridization, washing, and scanning were carried 
out following standard procedures (Agilent Technologies). 
The data used in further analyses consisted of local back-
ground-corrected median intensities that were greater than 
2.6 standard deviations above the local mean background. 

The median of the selected raw data was calculated for each 
array. Normalization to the median was then applied to the 
raw intensities across the arrays. Differentially expressed 
genes were selected by a t-test with a p-value<0.05 for at least 
one treatment group at day 1, 2 or 7, and based upon a 
change greater than two-fold in comparison with the control 
group. Selected genes were categorized based on a biological 
process using the Gene Ontology (GO) 
(http://www.geneontology.org/) and UniProtKB 
(http://www.uniprot.org/uniprot/). Dose-response and time-
dependent relationships in gene expression levels of the cate-
gorized genes were analyzed using the cumulative chi-
squared method [20]. All microarray data have been submit-
ted to the National Center for Biotechnology Information 
(NCBI) Gene Expression Omnibus (GEO) platform 
(http://www.ncbi.nlm.nih.gov/geo/) under platform number: 
GSE17633. 

3. Results 

3.1 Chronic effects of E2 on medaka 

We first evaluated chronic effects on medaka exposed to E2 
at 1, 3, 10, 30, and 100 ng/L for 60 days posthatch. Table 1 
summarizes the results of the chronic experiments. From the 
observation of external sexual characteristics at 60 d post-
hatch, all fish in the 100 ng/L treatment group were pheno-
typically female (Table 1). PCR analyses of the caudal fins 
were then conducted to determine genotypic sex of all indi-
viduals in each E2 treatment using PG17.5 and PG17.6 pri-
mers (see “Materials and Methods”). With these primers, 
only one PCR product (DMRT1 fragment) was detected for 
the XX (female) genotype, whereas two PCR products (DMY 
and DMRT1 fragments) were generated for the XY (male) 
genotype. Of the phenotypic females, two (out of 13 individ-
uals) and eight (out of 20 individuals) were determined as 
genotypic males in 30 ng/L and 100 ng/L treatment groups, 
respectively (Table 1). Sex reversal rates, (no. of sex-reversed 
males)/(no. of total genotypic males), were calculated to be 
22.2% for the 30 ng/L treatment group and 100% for the 100 
ng/L treatment group. No sex reversal was detected at or less 
than 10 ng/L of E2 treatment. 

Gonad histology showed that there was no adverse effect in 
E2-treated males at or less than 3 ng/L or in all female indi-
viduals, whereas intersex gonads (testis-ova: oocytes in the 
testes) (Fig. 1) were present in one male of the 10 ng/L group 
and three males of the 30 ng/L group, respectively (Table 1). 

The mean fecundities and fertilities of the E2-exposed 
males paired with unexposed females decreased significantly 
(ANOVA followed by a pair-wise t-test; Table 1) at 10 and 30 
ng/L of E2. The mean fertilities of the E2-exposed females 
paired with unexposed males were significantly reduced in all 
E2-treatment groups except in the 30 ng/L group, whereas 
the mean fecundities of the E2-exposed females decreased 
significantly only in the 100 ng/L group (Table 1). No statisti-
cally significant difference was observed in GSIs of the E2-
exposed females for all E2 treatment groups, whereas those of 
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the E2-exposed males decreased significantly in all E2 treat-
ment groups except in the 3 ng/L group, although there ap-
peared to be no dose-dependent effect (Table 1). Based upon 
the chronic experiments, 3, 30 and 100 ng/L of E2 were used 
in the exposure experiments for the DNA microarray analysis 
as low, medium, and high doses, respectively. 

3.2 Reproducibility of gene expression profiles in larval medaka 

For DNA microarray analysis, we employed larval medaka 
instead of mature fish, because critical steps in sex determina-
tion occur during the larval stage [21]. Because adult fish 
have normally been used for DNA microarray analyses [22-
26], we first evaluated the validity of using larval medaka for 
DNA microarray experiments. The mean yields of total RNA 
from each sample (containing 30 larvae) were 46.5 µg, 42.6 µg 
and 58.1 µg for 1, 2 and 7 days of exposure, respectively. The 
260 nm/280 nm ratios and RIN values of the total RNA sam-
ples used for microarray analyses ranged from 1.98 to 2.13 

and from 9.7 to 10.0, respectively, indicating a high quality of 
the total RNA samples from larval medaka. We next exam-
ined reproducibility of gene expression in larval medaka. 
Table 2 shows correlation coefficients of gene expression 
patterns among controls for 1, 2 and 7 days posthatch. The 
correlation coefficient values ranged from 0.88 to 1.00 for 
control samples (an average value: 0.95), indicating that vari-
ances between mRNA expression profiles of larval medaka 
were small. These results demonstrate that highly reproduci-
ble gene expression data can be obtained from larval medaka 
under the experimental conditions used in this study. 

3.3 Gene expression profiles in response to E2 exposures 

1) Overview of functional categories of genes regulated by E2 

Transcriptional changes were examined for the E2-exposed 
larvae using the medaka microarray. Differentially expressed 
genes were selected for each treatment based on the t-test and 
magnitude of change compared with the control group. Based 

Table 1. Chronic effects on medaka exposed to various concentrations of E2 for 60 days posthatch. 

E2 concn. 

(ng/L)1 
n 

Phenotype sex Gonadal histology  

(No. of fish) 
GSI (%)2 Fertility (%)2 

Number of eggs 2                                  

(Number of eggs/pair/day) male female female 

Genotype sex 
Testis Ovary 

Testis-

ova  
Male  Female Male  Female Male  Female 

XY XX XY 

0 21 10 10 0  10 10 0  0.019±0.0066 0.12±0.012 96.8±1.7 96.6±1.2 37.5±8.6 27.7±8.6 

1 22 10 12 0  10 12 0  0.011±0.0035**3 0.11±0.029 82.7±11.6 91.9±4.9* 33.7±11.6 35.8±10.5 

3 21 8 13 0  8 13 0  0.015±0.0045 0.12±0.031 77.5±26.7 89.8±5.1** 35.1±9.7 31.7±9.4 

10 25 13 12 0  13 12 1  0.012±0.0036* 0.11±0.02 63.4±34.5* 78.4±19.4* 26.2±9.6* 25.7±4.5 

30 20 7 11 2  7 13 3  0.013±0.0031* 0.12±0.043 55.7±32.1* 93.3±8.1 25.1±9.8* 20.3±10.4 

100 20 0 12 8  0 20 ND4 ND 0.13±0.056 ND 69.8±26.4** ND 17.5±13.2* 

1 Nominal concentrations. 

2 Data expressed as mean ± standard deviation. 

3 Significantly different compared with controls (*p<0.05, **p<0.01) 
4 ND: not detemined because all genotypic males were sex-reversed to phenotypic females. 

 

Figure 1. Effects of 17β-estradiol (E2) treatment on the testis in medaka. (A) Testis-ova observed in male medaka exposed to 100 ng/L E2 for 2 
months posthatch. (B) Normal testis in control male medaka. 
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on these criteria, 339 and 105 genes were determined as up- 
and down-regulated genes by the E2 treatment, respectively 
(up- or down-regulated in at least one exposure group) (Sup-
plementary Table 1). Fig. 2 shows the numbers of up- and 
down-regulated transcripts for 1, 2 and 7 days exposure at 
different E2 concentrations. The numbers of up-regulated 
transcripts in the E2-exposed larvae dramatically increased at 
day 7, suggesting that the E2 treatments induced various 
physiological changes at and after day 7. 

The up- and down-regulated genes were then categorized 
into functional groups (Fig. 3). Approximately 60% of both 
the up- and down-regulated genes were unknown for func-
tions. Approximately 1/4 of the up- or down-regulated genes 
with known functions were in the “metabolism” category. 
The other 20% were assigned to “regulation of biological 
process” or “stress response”, respectively.  

2) Genes related to sexual differentiation and development 

Table 3 summarizes expression profiles of representative 
genes related to sexual differentiation and development. 

In the “hypothalamic-pituitary-gonadal (HPG) axis” cate-
gory a few genes, such as brain aromatase, were significantly 
induced and exhibited a dose-dependent increase with E2 
treatment at day 7. Expressions of estrogen receptor (ER)-
related genes and androgen receptor (AR) α showed a dose-
response decrease with E2 treatment. The remaining genes in 
the HPG category did not exhibit a dose-response relation-
ship with E2 exposure. Time-dependent changes (1 to 7 days) 
in gene expression were observed for approximately 50% of 
the genes in this category such as 17-β hydroxysteroid dehy-
drogenase type 3 and nuclear receptor coactivator 7. Expo-
sure to 100ng/L of E2 appeared to attenuate the time-
dependent changes in several genes, particularly 17-β hy-
droxysteroid dehydrogenase type 3, activin A receptor type II, 
and nuclear receptor coactivator 7. 

In the “oogenesis” category, vitellogenins (VTGs), choriog-

enins (CHGs) and L-SF precursors (L-SFs) were strongly 
induced with 30 ng/L and 100 ng/L of E2. The expression 
levels of these genes increased sharply with the E2 treatments 
in a dose-response and time-dependent manner. Time-
dependent increases in gene expressions were observed for a 
factor in the germ line α (FIGα) and zona pellucida (ZP)-
domain proteins, although these genes did not exhibit dose-
dependent changes with E2 treatment. 

Protamine in “spermatogenesis” did not show either a 
dose-response or time-dependent change when treated with 
E2. 

3) Other genes with known functions 

Table 4 summarizes expression profiles of the up- or down-
regulated genes with known functions besides the genes relat-
ed to sexual differentiation and development. 

In the “regulation of biological process” category we found 
the up-regulated genes mainly belonged to three groups; “p53 
signaling”, “apoptosis”, and “development and growth”. Most 
of these genes exhibited a dose-dependent increase in gene 
expressions, although the increase was not as dramatic as 
VTGs or CHGs (Table 3). Approximately 70% of the genes in 
the “regulation of biological process” and “metabolism” cate-
gories showed a time-dependent decrease in gene expression 
for controls, suggesting that these genes may play important 
roles during the early larval stage. The E2 treatments ap-
peared to compensate for the decrease in expression of these 
genes. Consequently, these genes had similar expression lev-
els until day 7.  

Many genes encoding heat shock proteins (HSPs) were 
down-regulated by the E2 treatments, showing a dose-
response decrease in expression levels. Most of these genes 
exhibited a time-dependent increase in gene expression for 
controls. The E2 treatments, in this case, appeared to attenu-
ate the time-dependent induction of the HSPs. 

4. Discussion 

It is well known that exogenous E2 adversely affects sexual 
development and reproduction of wildlife including fish [1]. 
Various mechanistic studies have been conducted on the 

Table 2. List of correlation coefficients among control samples. 

  1day1 2day2 7day3 

 No. 1 2 3 1 2 3 1 2 3 

1day 1 1 0,97 0,98 0,96 0,97 0,98 0,92 0,87 0,88 

2  1 1,00 0,98 0,99 0,99 0,93 0,92 0,92 

3   1 0,98 0,99 0,99 0,93 0,92 0,93 

2day 1    1 0,98 0,97 0,92 0,94 0,95 

2     1 0,99 0,93 0,92 0,93 

3      1 0,93 0,91 0,91 

7day 1       1 0,91 0,92 

2        1 1,00 

3         1 

1 Control samples at day 1 
2 Control samples at day 2 
3 Control samples at day 7 

 
Figure 2. Numbers of up- and down-regulated genes in larval 
medaka exposed to 17β-estradiol. 
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endocrine disrupting effects of E2 mainly using fish species 
[2, 23, 27, 28]. Most of the studies, however, focused on elu-
cidating the effects on the HPG axis by measuring the expres-
sion levels of several biomarker genes [11, 27-30]. A more 
integrated approach such as toxicogenomics is needed for a 
better understanding of endocrine disrupting phenomena. In 
this paper, we conducted a comprehensive analysis of the 
physiological effects of E2 on medaka using the medaka DNA 
microarray. 

Larval medaka, instead of adult fish, were used for both 
chronic experiments and the transcriptomic analysis in this 
study, although adult fish have normally been used in various 
studies on endocrine disruptors [2, 4, 5, 24-26, 31]. Reasons 
why adult fish have been used are as follows: 1) the morpho-
logical sex is easily distinguished by observing secondary 
sexual characters [32], so that exposure experiments can be 
done separately for females and males; 2) internal organs can 
easily be separated compared with larvae, so that assays for 
biomarkers such as hepatic VTGs [11] can easily be conduct-
ed. One of the disadvantages of using adult fish is difficulty in 
evaluating effects of chemicals on development and sexual 
differentiation. Because organisms at early developmental 
stages are susceptible to endocrine disruptors [33], it is cru-
cial to detect transcriptomic changes in embryonic, larval or 
juvenile stages to understand the mechanisms of endocrine 
disruptions. In fact, several key genes are expressed in late 
embryonic and early larval stages: a factor in the germ line α 
(Figα) at 1 day after hatching; aromatase at 4-10 days after 
hatching; DMY at embryonic stage 36 [34-36]. Thus, we de-
cided to expose larval medaka to E2 immediately after hatch-
ing for chronic and microarray experiments. 

We first conducted chronic experiments to determine E2 
concentrations for microarray experiments. The full life cycle 
test by Seki et al. [33] showed that E2 caused reproductive 
impairment and feminization to medaka even at as low as 10 
ng/L. Similar results were obtained in our study, although our 
experimental design was slightly different. In the work by 
Seki et al. [33], mating pairs were selected from the same E2-
treatment group and exposed to E2 at the same concentra-
tions for 30 days. The reproductive impairments might be 
caused during sex differentiation, gonad development, repro-
ductive behavior or fertilization. With this experimental de-
sign, it might be difficult to clarify which sex is susceptible to 
E2 and at which developmental stages reproductive impair-
ments were caused. Thus, in our study, the E2-exposed fish 
were paired with a non-exposed counterpart. Reproduction 
tests were then conducted without E2 exposure. Significantly 
lower fertility and egg production in the E2-exposed male 
(Table 1) suggest that E2 exposure might affect testicular 
development and reproductive behavior of male medaka. In 
female medaka, oogenesis, not oocyte development, could be 
adversely affected by E2 exposure, suggested by significantly 
lower fertility but no effect on GSIs (Table 1). Results also 
implied that a major part of adverse effects on both males and 
females were caused during development, not during repro-
duction tests.  

Another different experimental design used in this study 
was genotype sex determination using PCR. With the primers 
used, only one PCR product (DMRT1 fragment) was detected 
for the XX (female) genotype, whereas two PCR products 
(DMY and DMRT1 fragments) were generated for the XY 
(male) genotype [19]. The sex of medaka is normally deter-
mined by observing secondary sexual characters (anal fins). 
Sex ratios have been compared by statistical analyses in many 
endocrine disruption studies [2-4, 18, 31]. Sex reversal, how-
ever, can only be confirmed by genotypic sex determination. 
Our results indicate that sex reversal occurred at ≥ 30ng/L of 
E2, higher than the E2 concentrations causing reproductive 
impairment (Table 1). 

Changes in gene expression in larval medaka exposed to E2 
were investigated using the medaka DNA microarray con-
taining 36,398 features. Difficulty in sampling individual 
tissues from larvae led us to choose whole-body sample prep-
arations. We first examined the variance in mRNA expres-
sion levels between pairs of control samples (30 
larvae/sample) at day 1, 2 and 7. The average correlation coef-
ficient among control samples was 0.95 (Table 2), indicating 
that mRNA expression profiles obtained by microarray anal-
ysis of medaka larvae are highly reproducible. The reproduci-
bility makes larval medaka an ideal test animal for evaluating 
effects of chemicals, because of the small size of larvae com-
pared with adult fish: for exposure, only a small space is re-
quired, and variances among samples should be smaller than 
for adults because one sample contains 30 larvae. Differen-
tially expressed genes were then determined in the E2-
exposed larvae for 1, 2, and 7 days. For 1 and 2 days of expo-
sure, only 15 and 17 genes, respectively, were determined as 
induced genes even in the 100 ng/L E2 treatment groups (Fig. 
2), suggesting that larvae must be exposed for at least 7 days 
for comprehensive analysis of the responses of genes to vari-
ous chemicals. 

 
Figure 3. Functional categories of the up- and down-regulated 
genes in larval medaka exposed to 17β-estradiol based on the Gene 
Ontology (http://www.geneontology.org/). 
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Table 3. Expression profiles of genes related to sexual differentiation and development in larval medaka exposed to 17b-estradiol (E2). 

Probe ID 

Dose-response at day 71 Time-dependence2 

Description E2 (ng/L) 
Dose-dependent 

increase (I) or 

decrease (D)3 

Control 
Time-dependent 

increase (I) or 

decrease (D)3 

E2 100ng/L 
Time-dependent 

increase (I) or 

decrease (D)3 3 30 100 2 day 7 day 2 day 7day 

"Hypothalamic-pituitary-gonadal axis" 

NP418483 1.27* 1,14  1.30* I 1,26  0.76* D 0,96  0,88  - Activin A receptor type II 

NP835138 1,03  1,08  1,45  - 1,16  0,82  - 0,91  0,97  - Activin/inhibin b A chain protein 

TC43331 0,90  0,63  0,78  - 1,00  1,54  - 0,86  1,05  - Gonadotropin-releasing hormone receptor 1 

TC43341 1,19  1,20  1,38  - 1,02  0.62* D 0,96  0,75  - Gonadotropin-releasing hormone receptor 2 

TC43335 0,58  0,65  0,80  - 0,94  1,02  - 0,87  0,72  - Gonadotropin-releasing hormone receptor 3 

AU171640 1,22  1,14  1,38  - 1.16* 0,80  - 0,95  0,84  - Neuropeptide Y 

TC44068 1,06  0,93  0,98  - 0,96  1,03  - 0.85* 0,85  - 11b-hydroxysteroid dehydrogenase type 3 

BJ733965 1,24  1,36  1,29  - 0,95  0.66* D 0,94  0,98  - 17b-hydroxysteroid dehydrogenase type 3 

TC44446 1,25  1,31  1,42  - 1,13  1,03  - 1,08  1,15  - 20b-hydroxysteroid dehydrogenase 

AM149489 1,22  1,33  1,48  - 1,07  1,03  - 1,15  1,29  - homolog to 20b-hydroxysteroid dehydrogenase 

TC59351 1,02  1,06  1,25  - 0,88  0,95  - 1,14  0,91  - 3b-hydroxysteroid dehydrogenase 

NP828099 1.39* 2.17* 4.41* I 1,94  0,76  - 1,10  0,98  - Brain aromatase (Cytochrome P450 19A2) 

TC43315 1,15  1,23  1,07  - 0,96  1.61* I 1,00  1.49* I Cytochrome P450 19A1 

NP855454 1,18  1,06  1,24  - 1,04  0.54* D 1,08  0,57  D Cytochrome P450 11b 

NP418747 1,02  1,35  2,57  I 1,19  1,14  - 1,02  2,40  - Estrogen receptor 

NP423661 2,24  1,41  1,56  - 1,23  1,52  - 0,77  1,17  - Estrogen receptor b 

AU169990 0,54  0.26* 0,92  - 0,91  1,03  - 0,99  1,23  - Estrogen-related receptor a 

TC43574 0,56  0.32* 0.23* D 0,94  3.85* I 1,02  0,82  - 
Nuclear receptor coactivator 7 (140 kDa estrogen 

receptor-associated protein) 

TC56094 0,50  0.21* 0.11* D 0,81  4.07* I 1,08  0,67  - 
Nuclear receptor coactivator 7 (140 kDa estrogen 

receptor-associated protein) 

NP863975 0.47* 0.57* 0.27* D 0.62* 5.10* I 0,89  2,18  - Androgen receptor a 

TC56245 0,99  1,03  0,95  - 0,94  0,96  - 0,83  1,04  - Androgen receptor b 

"Oogenesis"  

TC53300 4,77  144.51* 439.96* I 66.21* 13,75  I 4.72* 91.52* I Choriogenin H 

TC57172 2,03  152.66* 1383.36* I 4,19  4,03  - 7.86* 449.77* I Choriogenin Hminor 

TC55876 1,83  81.07* 741.72* I 2,93  2,13  - 6.81* 394.28* I Choriogenin Hminor 

TC54002 1,56  116.85* 1075.94* I 5,48  3,35  - 7.70* 475.67* I Choriogenin Hminor 

BJ915456 0,49  12,10  94.38* I 3,01  4,24  - 2,64  204.90* I Choriogenin Hminor 

TC59626 2,01  2.20* 2.24* I 1,33  0.71* D 1,19  1,44  - homolog to Choriogenin Hminor 
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TC52879 1,04  1,45  2.14* I 1,02  1,10  - 1,17  2.04* I homolog to Choriogenin Hminor 

TC61048 1,25  5,66  107.15* I 0,91  0.52* D 1,26  81.63* I homolog to Choriogenin Hminor 

TC54239 1,07  120.94* 708.48* I 3,34  3,48  - 11.17* 477.58* I homolog to Choriogenin L 

BJ923281 3,32  50,55  3670.37* I 0,24  0,71  - 1,65  5502.26* I homolog to Choriogenin L 

TC52912 1,59  20,68  70.60* I 1,32  1,33  - 2.99* 52.21* I similar to Choriogenin H 

TC57609 1,48  2.03* 2.35* I 0,97  0,92  - 1,07  2.27* I Vitellogenin 

TC52966 0,87  194,70  3007.41* I 1,00  1,77  - 3,36  4582.71* I homolog to Vitellogenin 1 

TC53352 1,04  1,54  24.58* I 0,95  0.36* - 0,90  10,90  - homolog to Vitellogenin 1 

TC58422 1,23  85,45  2427.07* I 1,12  1,25  - 1,58  2409.29* I homolog to Vitellogenin 1 

TC59208 0.58* 79,01  2734.28* I 2,01  1,62  - 1,71  2279.88* I homolog to Vitellogenin 1 

TC56202 2.09* 266,37  5208.38* I 2.68* 2.41* I 2,16  3619.01* I homolog to Vitellogenin 1 

TC59433 2,12  98.65* 724.88* I 3,85  3,27  - 8.42* 426.26* I homolog to Vitellogenin 1 

TC59419 2,79  143.59* 606.12* I 8,35  2.68* - 5.01* 90.75* I homolog to Vitellogenin II 

TC60262 2.85* 2.95* 4.26* I 0,92  0.30* D 0,92  1,25  - L-SF precursor 

TC53637 3,91  115.57* 306.04* I 29,97  20,49  - 5.09* 90.89* I L-SF precursor 

TC56827 1,94  184.37* 1667.81* I 1,72  1,42  - 10.24* 660.27* I L-SF precursor 

BJ918864 0,72  130.91* 1076.61* I 1,64  1,76  - 10.63* 629.76* I L-SF precursor 

TC59032 0,99  227.01* 1479.28* I 1,48  2,46  - 13.65* 743.48* I homolog to L-SF precursor 

BJ908450 1,21  192.71* 1507.28* I 2,65  2,72  - 10.87* 630.97* I homolog to L-SF precursor 

TC60472 1,04  109.27* 877.79* I 2,34  2,81  - 9.66* 545.81* I homolog to L-SF precursor 

BJ911644 2.04* 2.37* 2.45* I 1,21  0,91  - 2,63  2.94* I homolog to L-SF precursor 

TC45512 1,39  2,06  1,07  - 1,39  10.34* I 1,11  9.57* I FIGa 

TC43292 1,69  2,18  0,97  - 0,64  119.23* I 1,90  212.80* I ZPAX 

TC43334 1,84  2,59  0,93  - 0,99  28.57* I 0,86  24.37* I ZPB domain containing protein 

TC43355 1,53  2,24  0,94  - 2,72  283.52* I 1,75  217.86* I ZPC domain containing protein 2 

TC43477 1,68  2,65  1,10  - 1,27  46.15* I 2,20  79.43* I ZPC domain containing protein 2 

AM145452 2,55  3,57  1,74  - 1,24  2,97  - 0,69  2,19  I ZPC domain containing protein 3 

TC43321 1,46  2,03  0,99  - 2.80* 54.02* I 4,93  48.22* I ZPC domain containing protein 4 

BJ893265 2,97  3,70  3,15  - 1,06  1,06  - 1,27  4.15* I ZPC domain containing protein 5 

TC43318 1,90  2,62  0,97  - 0,53  29.96* I 1,76  65.95* I ZPC5 

"Spermatogenesis"  

NP418658 0,80  0,92  1,51  - 1,53  1,40  - 0,14  0,34  - Protamine 

1Gene expressions at day 7 expressed as the fold change compared with controls at day 7. 

2Time-dependent changes in gene expressions expressed as the fold change compared with control or the E2 100ng/L group at day 1. 
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Table 4. Expression profiles of genes with known functions in larval medaka exposed to 17b-estradiol (E2). 

 Probe ID 

Dose-response at day 71 Time-dependence2 

 Description 
E2 (ng/L) Dose-dependent increase (I) or 

decrease (D)3 

Control Time-dependent increase (I) 

or decrease (D)3 

E2 100ng/L 
Time-dependent in-

crease (I) or decrease 

(D)3 
3 30 100 2 day 7 day 2 day 7day 

"Regulation of biological process" 

(a) p53 signaling  

TC43995 3.29* 4.55* 4.02* I 0,77  0.24* D 0,79  0,98  - weakly similar to ankyrin repeat domain-containing protein 9 

TC44618 3.86* 4.58* 4.14* I 0,75  0.22* D 0,88  0,96  - weakly similar to ankyrin repeat domain-containing protein 9 

TC45259 1.76* 1.76* 2.19* I 1,38  0,67  D 1,15  1,13  - BHLH protein DEC1b 

TC46609 1,82  1,64  2.39* I 1,32  0.48* D 1.14* 1,00  - similar to CBP/p300-interacting transactivator 

TC46691 2.58* 2.08* 2.24* I 1.72* 1,13  - 1,18  1,27  - BHLH protein DEC1a 

TC48131 1,65  2.03* 2,08  - 1,05  0.56* D 1,09  1,18  - similar to CCAAT/enhancer binding protein delta2 

TC60219 1,18  1,37  4,48  I 1,06  0,78  - 0,89  4,15  I weakly similar to apoptosis-stimulating of p53 protein 2  

TC61529 1,72  2,16  1,40  - 0,98  1,12  - 1,15  1,47  - similar to hypoxia-inducible factor 1 a 

(b) apoptosis 

AM14923

9 
2.18* 2.08* 1.94* I 1,12  0,82  - 1,08  1.50* I similar to peroxisome proliferator-activated receptor g 

AU178411 1,55  1.71* 2.09* I 1,16  0,76  D 1,05  1,05  - weakly similar to intestinal Muc 2-like protein 

TC44023 1.79* 1.77* 2.18* I 1,01  0.48* D 0,98  0,99  - homolog to ubiquitin 

TC47349 1.64* 1.69* 2.03* I 1,06  0.54* D 0,97  0,99  - homolog to ubiquitin 

TC51915 2.15* 2.16* 2.23* I 1,16  0.48* D 1,06  0,98  - similar to interferon regulatory factor 2 binding protein 2 isoform B 

TC52486 1.82* 1.80* 2.15* I 0,96  0.44* D 0,95  0,95  - homolog to ubiquitin 

TC55411 2,20  2.28* 2.56* I 1,21  0.57* D 1,19  1,36  - similar to caspase-9 

TC55763 2.06* 2.33* 2.60* I 1,26  0.65* D 1,09  1,37  - homolog of ring finger protein 36  isoform b 

TC58172 2.13* 2.41* 2.52* I 1,22  0.60* D 1,22  1,39  - weakly similar to caspase-9 precursor  

(c) growth and development 

AM13834

1 
1,56  1.88* 2.17* I 1,01  0.37* D 1,02  0,85  - similar to HMG-box transcription factor 1 

AU170803 2,92  5,07  2.55* I 0,75  0,70  - 1,93  1,53  - similar to zinc finger RNA-binding protein 

AU178201 2.06* 1.90* 1.89* I 0,92  0.53* D 0,89  0,96  - similar to connective tissue growth factor precursor 

BJ011762 1,59  1,63  2.05* I 1,11  0.30* D 0,97  0.51* D similar to keratin 

3Dose- or time-dependent changes in gene expressions were evaluated using the cumulative chi-squared analysis. "I" and "D" indicate significant dose- or time-dependent increase and decrease (p<0.05), respec-

tively. "-" indicates no significant dose- or time-dependent change. 

*Significantly different (p<0.05) compared with controls at day 7 (dose-response) and with control or the E2 100ng/L group at day 1 (time-dependence), respectively. 
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BJ025587 1,32  1,97  2,70  - 0,99  0,97  - 1,06  2,61  - TUDOR 

BJ708117 7,36  3.60* 7.30* I 1,89  0,90  - 0,69  2.50* I similar to growth-arrest-specific protein 1 precursor (GAS-1) 

BJ736582 1.56* 1.54* 2.04* I 1,15  0.4* D 1,09  1,05  - similar to kinetochore protein Spc24 

BJ880895 2,02  1,93  1,95  I 1,04  0,79  - 0,80  1.57* I similar to growth arrest and DNA- damage-inducible protein GADD153 

NP1445793 2.57* 1,97  1,69  - 1.64* 1.97* I 1,09  1,52  - BHLH protein DEC2 

TC43357 1.94* 2.08* 2.18* I 1,61  1,09  - 1,14  1.76* I HoxC10a 

TC45582 1,96  2.17* 2.62* I 1,18  0.53* - 1,25  1,79  - 
homolog to Growth arrest and DNA-damage-inducible protein GADD45 

g 

TC45587 2,68  3.14* 9.05* I 1,77  0.30* D 1,53  2,09  - similar to insulin-like growth factor binding protein-1 (IGFBP1) 

TC48028 1,21  1,37  2.35* - 0,91  0.38* D 0,68  1,18  - similar to protein Jumonji  

TC51745 2.24* 2.55* 2.74* I 0,98  0.40* D 1,14  1,11  - similar to cyclin-G2 

TC52709 1.71* 1.90* 2.03* I 1,23  0.66* D 1,00  1,18  - similar to development and differentiation enhancing factor-like 1 

TC53134 2.13* 1.97* 2.01* I 0,88  0.45* D 0,93  0,90  - similar to connective tissue growth factor precursor 

TC53171 2.58* 3.31* 2.56* I 1,04  0.72* D 1,20  1.77* I similar to krueppel-like factor 11 

TC57898 1.70* 1.77* 2.02* I 1,35  0,94  - 0,82  1.81* I similar to growth arrest and DNA- damage-inducible protein GADD153 

"Metabolism" 

cytochrome P450 

TC58366 1,29  1.56* 2.47* I 1,04  0.27* D 0,99  0,63  D cytochrome P450 monooxygenase CYP2K1 

TC58597 1,36  1.68* 2,15    1,01  0.31* D 0,98  0,63  - similar to cytochrome P450 2K5 

TC43435 1,04  1.22* 1.13* I 1,45  2.39* I 1,15  1.82* I Cytochrome P450 3A 

"Stress response" and "Metabolic process" 

heat shock protein 

AU169726 0,87  0,31  0,23    1,53  1,50  - 0,89  0.59* D stress-70 protein 

TC52094 0,78  0.69* 0.40* D 1,21  2.76* I 1,27  1,07  - similar to 47 kDa heat shock protein 

TC53141 0,62  0,59  0.48*   1,17  1.90* I 1.25* 0.75* D homolog to novel protein similar to heat shock protein 90-a 

TC60176 0,74  0.54* 0.37* D 0,88  1.91* I 0,89  0,78  - homolog to heat shock 70 kDa protein 5 

TC61286 0,62  0,53  0.41*   1,05  2.10* I 0,97  0,75  - homolog to heat shock protein 90 a 

TC62024 0,61  0.46* 0.46* D 0,69  1.52* I 0,89  1,10  - heat shock cognate 71 kDa protein 

TC49227 0,57  0.41* 0.47* D 0,91  2.43* I 0,92  1,14  - homolog to 10 kDa heat shock protein  mitochondrial 

1Gene expressions at day 7 expressed as the fold change compared with controls at day 7. 

2Time-dependent changes in gene expressions expressed as the fold change compared with control or the E2 100ng/L group at day 1. 

3Dose- or time-dependent changes in gene expressions were evaluated using the cumulative chi-squared analysis. "I" and "D" indicate significant dose- or time-dependent increase and decrease (p<0.05), respectively. "-" indicates no significant 

dose- or time-dependent change. 

*Significantly different (p<0.05) compared with controls at day 7 (dose-response) and with control or the E2 100ng/L group at day 1 (time-dependence), respectively. 
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Dose-response and time-dependent microarray analyses 
were then carried out to evaluate the E2 effects on larval de-
velopment. Table 3 shows the expression profiles of the genes 
involved in sexual differentiation and development. The en-
docrine control of reproduction in medaka involves the hy-
pothalamic-pituitary-gonadal axis [37]. The gonadotropin-
releasing hormone (GnRH) is synthesized in the preop-
tic/hypothalamic area of the brain and stimulates secretion of 
gonadotropins [38]. In teleost fish such as medaka, gonado-
tropins have two forms: follicle-stimulating hormone (FSH) 
and luteinizing hormone (LH) [38]. FSH and LH are primari-
ly involved in E2 biosynthesis and oocyte maturation, respec-
tively. E2 plays critical roles in oocyte growth and is 
synthesized via the steroidogenesis pathway [39]. The 
steroidogenesis pathway includes various enzymes, such as 
17β-hydroxysteroid dehydrogenase (HSD), 3β-HSD, 20β-
HSD and aromatase. E2 is finally converted from testos-
terone, catalyzed by cytochrome P450 aromatase [39]. Meda-
ka has two distinct genes for aromatase: 19A1 in the ovarian 
follicular layers and 19A2 in the brain, which play important 
roles in reproduction and neurogenic activity, respectively 
[40]. In this study, only a few genes, particularly brain aroma-
tase 19A2, exhibited a significant dose-dependent induction 
by the E2 treatments (Table 3). The remaining genes in the 
HPG axis did not show either dose- or time-dependent re-
sponses to E2 exposure (Table 3). These results suggest that 
the estrogen treatments may affect neurogenic development 
in the brain, but appear not to modulate E2 biosynthesis, in 
line with the work on adult medaka by Zhang et al. [29]. 

As shown in previous studies [11, 27, 28,41], genes related 
to oogenesis, such as VTGs, CHGs and L-SFs, were strongly 
induced even at larval stages exposed to E2 (Table 3). VTGs 
and CHGs are precursor proteins of egg yolk and the egg 
envelope, respectively, that are synthesized in the liver [27, 
28, 41]. VTGs, CHGs and L-SFs have been shown to be good 
biomarkers for environmental estrogens in fish, due to their 
sensitivities and specificities to E2 [11, 27, 28, 41]. Some of 
these genes were induced more than one thousand times 
relative to controls at 100 ng/L of E2 (Table 3), confirming 
that the VTGs and CHGs are the most sensitive biomarkers 
for estrogens. The induction of these genes exhibited both a 
dose- and time-dependent relationship and appeared to cor-
relate with gonadal abnormalities and sex reversal rates. More 
studies, however, have to be done to elucidate the relation-
ship between feminization phenomena and induction of the 
oogenesis-related genes. 

Other genes related to the egg envelope, called the zona pel-
lucida (ZP)-domain are specifically expressed in the oocyte 
[42]. Significant increases in gene expression of the ZP genes 
were observed in controls at day 7 (Table 3), indicating that 
gene expression during early oogenesis can be evaluated at 
day 7 posthatch. Although egg envelope formation seems to 
involve both CHG and ZP gene expressions [42], the E2 
treatments did not cause any induction of the ZP genes (Ta-
ble 3). In mammals, a factor in the germ line α (FIGα) plays a 
key role in the oocyte-specific expression of ZP genes [43]. In 

this study, FIGα did not exhibit dose-response gene expres-
sion, but showed a time-dependent increase in gene expres-
sion (Table 3). These results imply that FIGα may be involved 
in the expression of ZP genes, although further studies are 
necessary to clarify the interaction between FIGα and ZP 
genes in medaka. 

Protamine is expressed at the initial stage of spermiogenesis 
in medaka and involved in the maintenance of the condens-
ing state in sperm nuclei [44]. The gene expression of prota-
mine did not show either dose- or time-dependent change 
with E2 treatments (Table 3). E2 exposure did not cause sig-
nificant changes in gene expression of FIGα, ZPs or prota-
mine even in mature fish [22], suggesting that E2 may not be 
involved in gene expression of these genes. 

Interestingly, some of the ER-related genes were down-
regulated by the E2 treatments (Table 3). It is known that ERs 
play important roles in defeminization of the male brain and, 
therefore, sexual behavior. Exposure of E2 during develop-
ment (gestation and shortly after birth) has been suggested to 
suppress ER expressions in mammal brains through feedback 
inhibitions of its ligand, E2 [45]. ER expression levels in-
creased when male rats were deprived of E2 after birth, 
whereas E2 supplements caused subsequent declines in ER 
expressions [46, 47]. These studies suggest that the expression 
levels of neural ERs might be influenced by endogeneous E2 
levels during development. It was also reported that ERβ in 
the brain of goldfish was down-regulated by E2 exposure 
[48]. Taken together with our results, it is implied that excess 
administration of E2 may cause the repression of ER-related 
genes to maintain E2 homeostasis in larval medaka. Some 
genes encoding HSPs were also down-regulated, and exhibit-
ed a dose-response relationship to E2 (Table 4). ERs exist as 
monomers in the cytoplasm without their ligands, and form a 
multi-protein complex with HSP90 and HSP70 in the pres-
ence of E2 [49, 50]. In our study, the expressions of both 
HSPs and ER-related genes increased in a time-dependent 
manner for controls, which appeared to be attenuated by the 
E2 treatments (Table 3 and 4). It is, however, speculative to 
state that ERs and HSPs are co-regulated. More work needs 
to be done to understand the mechanism of HSP suppression 
by E2 exposure. 

Besides the sexual development related gene expressions, 
many genes encoding p53 signaling, apoptosis, and growth 
and development were significantly induced even at as low as 
3 ng/L of E2 (Table 4). The expression levels of these genes 
declined significantly later than day 2 for controls. The E2 
treatments maintained these expression levels even at day 7 
(Table 4). Some genes encoding p53 signaling, apoptosis, and 
development and growth are known to be involved in both 
development and stress response [51-55]. Genes related to the 
p53 signaling play important roles in cell cycle arrest [53, 54]. 
The p53 signaling pathway is required in embryonic devel-
opment and DNA repair [53, 54]. Apoptosis is the process of 
programmed cell death that may occur in multicellular pro-
cesses, including mammalian embryonic development [51, 
52]. Apoptosis is also triggered when cells are damaged be-
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yond repair (such as DNA damage) [51, 52]. GADD45, 
GADD153, and GAS1 related to DNA damage and cell cycle 
arrest are also known as genes associated with the regulation 
of growth during organogenesis in the rat fetus [55]. On the 
other hand, some of the cytochrome P450 enzymes convert 
E2 to 4-OH-E2, which undergoes metabolic redox cycling 
between hydroquinone and quinone, formed via semiqui-
none intermediates [56, 57]. The semiquinone is a free radical 
that can react with molecular oxygen to form oxygen reactive 
species, resulting in cell and DNA damage. Our results imply 
that the contribution of cytochrome P450-mediated oxidative 
stress to p53 signaling and apoptosis might be rather small, 
because only a few cytochrome P450s were significantly in-
duced at high concentrations of E2. The p53 signaling and 
apoptosis at 3 and 30 ng/L of E2 could be caused by the stim-
ulation of cell growth and development. Estrogens have been 
used as promoting agents for growth of cattle and sheep and 
also used for the estrogen therapy in Turner’s syndrome [58]. 
In our experiments, significant increases were observed in 
body lengths and weights of the E2 30 ng/L group compared 
with controls (data not shown), suggesting that the larval 
growth might be promoted at low concentrations of E2. 

In this study, we investigated physiological effects of meda-
ka exposed to E2 using the combination of chronic experi-
ments and transcriptomic analyses. Larval medaka instead of 
adult fish were used in this study to evaluate the effects of E2 
on sexual differentiation and development. Larvae were fairly 
sensitive to E2 in gene expression, and the gene expression 
profiles were highly reproducible. Using medaka DNA mi-
croarray, the transcriptomic approach was conducted to de-
termine the physiological effects of E2. Results suggest that 
E2 may affect not only the steroid receptor-mediated path-
way, but also other physiological activities, such as apoptosis, 
cell growth and development. Because the gene expression 
profiles of the E2-exposed larval medaka were similar to 
those of mammals, larval medaka can be an excellent verte-
brate model for a mechanistic study of endocrine disruption.  

5. Supplementary material 

    Supplementary material regarding this manuscript is 
available online in the web page of JIOMICS. 

http://www.jiomics.com/index.php/jio/rt/suppFiles/29/0 
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